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Abstract

We find the smallest degree of a graph with automorphism group isomorphic to the dicyclic group with 4n elements,
denoted α(Dicn). We also find the fewest edges a minimum-order graph with dicyclic automorphism group and a
minimal number of vertices can have. For n not a power of 2, the value of α(Dicn) is significantly less than the best
previously known upper bound, 8n. Such an edge-minimized vertex-minimal graph is constructed and shown to have
automorphism group Dicn. That the exhibited graph is minimal is verified using a combination of techniques similar
to those developed previously for Abelian groups and earlier results for the special case Dic2n .
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0 Definitions and Conventions

These basic definitions are presented for reference:

Definition 0.1. A graph is an ordered pair (V,E) where V is a nonempty set and the elements of E are pairs of
elements of V . For a graph Γ, we adopt the notational convention that Γ = (V (Γ), E(Γ)).

One may think of the elements of V as a set of points or “vertices” in space, and an element e ∈ E as representing
a curve or “edge” connecting the elements of e.

Definition 0.2. The automorphism group of a graph Γ, denoted Aut(Γ), is the group of permutations φ of the
members of V (Γ) such that {φ(v), φ(w)} ∈ E(Γ) if and only if {v, w} in E(Γ), with the group operation being function
composition.

In other words, the members of Aut(Γ) are those permutations of the vertices of Γ that map edges onto edges,
or “preserve” edges.

The next few definitions and notations pertain specifically to our problem and have been commonly used in the
literature:

Definition 0.3. For a group G, let

α(G) = min{|V | : Γ = (V,E) is a graph and Aut((V,E)) = G}.

Definition 0.4. For a group G and a positive integer n, let

e(G,n) = min{|E| : Γ = (V,E) is a graph, Aut((V,E)) = G, and |V | = n}

if it exists, or ∞ if the set is empty.

Definition 0.5. For an integer n ≥ 2, the dicyclic group with 4n elements has the presentation

Dicn = 〈σ, τ |σ2n = τ4 = 1, σn = τ2, στ = τσ−1〉.

Using this notation, we can more concisely write our goals as determining α(Dicn) and e(Dicn, α(Dicn)).
Usually, we write elements of Dicn in the form σkτ b where 0 ≤ k < 2n and b ∈ {0, 1}, with the exception that we

write τ2 rather than σn.

Definition 0.6. Suppose φ : G → Sk is an injective homomorphism such that φ(G) is the automorphism group of
some graph. Then we say φ is a realizable embedding of G on k vertices.

When two groups G and H are isomorphic, we write G ∼= H; we reserve the notation G = H for equal groups;
that is, where the two groups have the same elements and group operation. This distinction eliminates ambiguity in
the case where multiple permutation groups are isomorphic to Dicn, but differ in other respects of interest.

Definition 0.7. Suppose a group G acts on {1, 2, . . . k}. Then for any a ∈ {1, 2, . . . k}, the orbit or vertex orbit
of a under G is OG{a} = {ga : g ∈ G}.

In each case, the subscript G may be omitted when the group in question is clear. We also write Og{a} instead
of O〈g〉{a}.

Definition 0.8. Suppose a group G acts on {1, 2, . . . k}. Then for any {a, b} ⊆ {1, 2, . . . k}, the edge orbit of {a, b}
under G is OG{a, b} = {{ga, gb} : g ∈ G}.

Definition 0.9. Suppose a group G acts on a set X. For any Y ⊆ X, we define fixY =
⋂
y∈Y

stab(y).

Definition 0.10. Suppose Γ is a graph and G is a group acting on the vertices of Γ. Then we define the group of
G respecting automorphisms of Γ to be

A(Γ, G) = {γ ∈ Aut(Γ) : γv ∈ OG{v}∀v ∈ V (Γ)}.
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Using a somewhat unusual notation for the prime factorization of the parameter n in the definition of the dicyclic
group will simplify much of the following work, for reasons that will become apparent later. We adopt the convention
that

n = 2b
I∏
i=1

pi

J∏
j=1

q
mj

j

where {pi} are the prime factors of n of multiplicity 1 which are greater than 5, {qj} are other odd prime factors of
n, and mj is the multiplicity of qj as a divisor of n. To make our structured factorization unique, we also demand
that pa < pb and qa < qb whenever a < b and both exist.

Suppose (x+1, x+2, x+3, . . . , x+k) is a cycle in the disjoint cycle decomposition of σ. Then the vertex denoted
by x+ 1 + r is x+ 1 + (r mod k); similarly, the vertex denoted by x+ k − r is x+ k − (r mod k).

If a sum or product has a fractional upper bound, the variable being summed over takes on every value less than

the bound. For example

5
2∑

k=0

1 = 3.

1 Introduction

The first major result regarding the automorphism groups of graphs was obtained by Frucht, who showed that every
group was the automorphism group of some graph [3]. Subsequently, he further showed that Γ could always be
chosen to be a 3-regular graph [2]. The search for α(G) began in earnest when Sabidussi, building on Frucht’s work,
showed [5] that α(G) = O(|G| log(log(|G|))). Babai improved this when he showed [1] that α(G) ≤ 2|G| so long as G
is not Z3, Z4, or Z5; these special cases have been addressed elsewhere. The precise value of α(G) is known for a few
specific cases, most significantly for Abelian groups; Arlinghaus rederived previous unpublished work and extended
it to all Abelian groups [6]. The techniques in Arlinghaus are particular relevant to the present work, because many
details in Arlinghaus regarding the ways different graphs may be combined and regarding special cases involving
small prime numbers carry over to the case of dicyclic groups. For a more detailed summary of results on the values
of α(G) and e(G, k) for various G and k, refer to [4].

By 1990, progress had largely stopped. Many who were interested in the problem found it difficult to better
the bound Babai had set forth. Babai’s bound is sharp for many groups, and the techniques Babai and Sabidussi
employed in proving their bounds seem to have been optimized. Babai’s approach, in short, is to create two copies of
the Cayley graph of G and add edges connecting them in such a way as to ensure there are no automorphisms outside
of those given by applying the same element of G to each copy. The constructions he and Sabidussi employed rely on
obtaining an arbitrary minimal generating set of G, without paying particular attention to the relations between the
generators. In contrast, by using techniques designed for the specific groups under consideration, Graves, Graves,
and Lauderdale showed that α(Dic2m) = 2m+3 = 2|Dicn |; in other words, they showed that in this case, Babai’s
bound is sharp [4]. We will extend their techniques to discover α(Dicn) for all n.

2 Properties of Dicyclic Groups

If G is a group and Γ = (V,E) is a graph with G ∼= Aut(Γ), the group action of G on the vertices of Γ specifies
an injective homomorphism φ : G → SV . More explicitly, φ is the composition of the isomorphism between G
and Aut(Γ) and the inclusion homomorphism from Aut(Γ) into SV . On the other hand, although any group is, up
to isomorphism, the automorphism group of some graph (see [3]), it is not the case that any particular group of
permutations is a graph automorphism group. The minimal counterexample is Z3

∼= 〈(123)〉. In order to determine
the minimum number of vertices of a graph Γ with Aut(Γ) ∼= Dicn, we will proceed in two steps. First, we will examine
Dicn algebraically and classify all injective homomorphisms, or embeddings, from Dicn to SN (where N ∈ N). Then,
we will exploit our classification to identify those realizable embeddings φ : Dicn → SN for which N is minimal.

Aside from serving as an introduction to working with Dicn, the following fact is of interest to us because it gives
an easy way to show that some group is not Dicn: find an order two element other than τ2. With a few exceptions,
this will be our approach.

Lemma 2.1. Suppose Dicn is defined as in Definition 0.5. Then σn = τ2 is the only element of order two, and
every element in the set Dicn this is not in 〈σ〉 has order four.

Proof. Elements in the set Dicn \〈σ〉 have the form σkτ for some k ∈ {0, 1, . . . , 2n − 1}. We know that |σkτ | = 4
because (σkτ)2 = σkτσkτ = σkσ−kτ2 = τ2 and |τ2| = 2.
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Because σ has order 2n, we know that σn = τ2 is the only element of order two in 〈σ〉. Since every element not
in 〈σ〉 has order four, σn = τ2 is the only element of order two in all of Dicn.

To classify embeddings of Dicn into SN , we will first determine how Dicn may act on a single point. It turns out
that the restriction of σ and τ to the orbit of a single vertex must take on one of three forms. These forms are the
foundation of our work and are referenced very frequently, so we will give them concise names.

Let σ0 and τ0 be the restriction of σ and τ to O{1}. Then:

Definition 2.2. If σ0 = (1, 2, . . . k)(k+ 1, k+ 2, . . . 2k) and τ0 =

k
2−1∏
x=1

(x, 2k+ 1− x, x+ k
2 , 2k+ 1− (x+ k

2 )), then we

say that O{1} is a twisted vertex orbit, and that the cycles (1, 2, . . . k) and (k+1, k+2, . . . 2k) are twisted together
by τ .

Definition 2.3. If σ0 = (1, 2, . . . k) and τ0 =

k
2∏

x=0
(x, k + 1− x) or τ0 = σ0

k
2∏

x=0
(x, k + 1− x), then we say that O{1}

is a self-reversed vertex orbit, and that the cycle (1, 2, . . . k) is reversed onto itself or self-reversed by τ .

Definition 2.4. If σ0 = (1, 2, . . . k)(k + 1, k + 2, . . . 2k) and τ0 =
k∏
x=0

(x, 2k + 1 − x), then we say that O{1} is a

pair-reversed vertex orbit, and that the cycles (1, 2, . . . k) and (k+ 1, k+ 2, . . . 2k) are reversed onto each other
or pair-reversed together by τ .

The following lemma verifies that these three forms describe all possible restrictions of σ and τ to a single vertex
orbit and determines what values the parameter k may possess.

Lemma 2.5. Suppose σ and τ are functions in SN such that 〈σ, τ〉 ∼= Dicn. Then the permutations σ0 and τ0 take
one of the following forms, up to a renaming of the elements of O{1}:

1. O{1} is a twisted vertex orbit, and σ0 is the product of two k-cycles for some k which divides 2n but not n.

2. O{1} is a pair-reversed vertex orbit, and σ0 is the product of two k-cycles for some k which divides n.

3. O{1} is a self-reversed vertex orbit, and σ0 is a k-cycle for some k which divides n.

Proof. Let k be the length of the cycle containing 1 in the disjoint cycle decomposition of σ. Because |σ| = 2n, we
know that k must be a divisor of 2n. We can also get something from the group presentation. Because στ = τσ−1,
for any x ∈ {1, 2, . . . k} we have στ(x) = τσ−1(x) = τ(x − 1) (modulo k). More generally, σrτ(x) = τσ−r(x) =
τ(x− r). By iterated application of this identity, we can see that (τ(k), τ(k− 1), τ(k− 2), . . . τ(1)) is a k-cycle in the
decomposition of σ. The individual cases are:

σ(τ(k)) = τ(k − 1)

σ(τ(k − 1) = τ(k − 2)

. . .

σ(τ(2)) = τ(1)

σ(τ(1)) = τ(k)

Of course, the image of a cycle under τ may just be the same cycle.
Suppose τ maps {1, 2, . . . k} onto itself. Then some manipulations allow us to discover the order of τ0:

τσ−r(k) = σrτ(k)

τ(k − r) = τ(k) + r

τ(r) = τ(k)− r
τ(r) = k − (k + r − τ(k))

τ2(r) = τ(k − (k + rτ(k))

τ2(r) = τ(k) + (k + r − τ(k)

τ2(r) = r

So in this case, |τ0| = 2.
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With this fact, we are ready to determine the potential forms of τ0 in several cases. First, consider the case where
k is not also a divisor of n. Since k must divide 2n, we may write k = 2q where q divides n. (Note that this means k
is even, so the product defined in Definition 2.2 is not degenerate.) Since q is the greatest common divisor of n and
k, it follows that q = an + bk for some a, b ∈ Z. Because 2n is a multiple of k, we know a is odd (or else we would
have q a multiple of k), and q = n modulo k. Therefore σn0 = σq0, and (as q = k

2 ) we know that |σn0 | = 2. By our
group relations, σn0 = τ20 , so τ20 is a product of 2-cycles, and τ0 must be a product of 4-cycles. If |τ0| = 4, then τ must
map the elements of the cycle (1, 2, . . . k) onto a different k-cycle in σ, because otherwise (by the above) |τ0| = 2. If
we arbitrarily denote this cycle (k + 1, k + 2, . . . 2k) and select τ(1) = 2k, then the fact that τ20 (x) = σq0(x) = x+ q
forces τ0 to take the form given in Definition 2.2.

On the other hand, suppose k is a divisor of n. In the case where τ maps (1, 2, . . . k) onto itself, the value of τ0(k)
and the fact that τ0(r) = τ0(k)− r determine the form of τ0. If k is odd, a renaming of the vertices allows τ0 to be
written as the first product given in Definition 2.3. If k is even and τ(k) is odd, the same product arises, but if τ(k)
is even, the second product given in Definition 2.3 arises instead. The only difference between these two maps is that
the former has no fixed points and the latter has two fixed points. As it will later turn out, these self-reversed cycles
of even length will not be of much importance to us, and if the length of the cycle is odd, the two products are the
same.

Finally, in the case where k is a divisor of n but τ does not map (1, 2, . . . k) onto itself, we may again assume (up
to renaming) that τ(1) = 2k. From this assumption and the fact that τ reverses the cycle, τ0 must satisfy Definition
2.4.

Given the last lemma and a list of factors of 2n, one may enumerate all possible forms of a single vertex orbit in
an embedding of Dicn.

Now, we turn to the question of which combinations of vertex orbits generate all of Dicn, rather than some strict
subgroup. We will arrive at a result weaker than the converse to Lemma 2.5 which gives the conditions under which
a combination of vertex orbits produces Dicn. It turns out that these restrictions are not subtle; any combination
suffices, so long as |σ| = 2n and |τ | are correct:

Theorem 2.6. Suppose σ and τ are elements of a symmetric group Sk such that |σ| = 2n and the restrictions of σ
and τ to each vertex orbit are consistent with Lemma 2.5. Then 〈σ, τ〉 ∼= Dicn.

Proof. We proceed similar to the previous proof. For each x in {1, 2, . . . k}, define σx to be the product of the cycles
in the disjoint cycle decomposition of σ which permute elements of O〈σ,τ〉{x}; define τx analogously. Let R be a set
containing an single member of each orbit of vertices. Observe that σx commutes with σy and τy whenever y /∈ O{x},
because they permute disjoint sets of symbols. Similarly, τx commutes with σy and τy if y /∈ O{x}. Therefore, if the
group relations for Dicn are satisfied by (σx, τx) for each x, they are satisfied by σ =

∏
x∈R

σx, τ =
∏
x∈R

τx. We know

that |σ| = 2n by hypothesis, so the lcm of the lengths of the cycles in the disjoint cycle decomposition of σ must
be 2n. By the above observation, as long as |σ| = 2n, any σ and τ permitted by Lemma 2.5 will satisfy the correct
group relations.

Now, we must show that no additional relations are satisfied. Call the lengths of the cycles in the decomposition
of σ by the names {k1, k2, . . . kn}. Because lcm{k1, k2, . . . kn} = 2n, there must be some j such that 2b+1 divides kj .
But this means that kj does not divide n, so by the lemma two cycles of length kj must be twisted together by τ ,
meaning that |τ | = 4 exactly. Since σ and τ satisfy the appropriate group relations, 〈σ, τ〉 ≤ Dicn, we may write
any element of 〈σ, τ〉 in the form σkτa, and any additional relation may be written in the form σrτa = σsτ b where
(r, a), (s, b) ∈ Z2n × Z4, (k, a) 6= (r, b). An additional nontrivial relation of this form where a = b would mean that
|σ| < 2n, contradicting our assumption. Therefore, our relation must be of the form σrτ = σs, or by conjugation,
τ = σk where k = s− r. Up to rotation, we may assume the two twisted cycles of length kj are written on the first
2kj symbols; so again, we find that τ(1) /∈ O〈σ〉{1}, contradicting any relation of the form τ = σk. Either way, we
have reached a contradiction.

With Theorem 2.6 in hand, we may greatly simplify the statements and proofs of future results by establishing
a canonical way of labeling embeddings, or in other words, a way of choosing a particular embedding of Dicn → Sk
from the many embeddings which differ only by an inner automorphism of Sk, which we view as merely relabeling
the vertices of corresponding graphs. Our scheme is as follows:

• The vertices of each cycle in σ are to be consecutive and in ascending order. For example, we may have
σ = (1, 2, 3, 4)(5, 6, 7, 8), but not σ = (1, 2, 3, 4)(6, 7, 8, 9) or σ = (1, 2, 3, 4)(5, 7, 6, 8).

• Vertex orbits should be ordered by the smallest prime factor of the length of a cycle in σ. For example, a
pair-revered pair of 9-cycles come before a pair-revered pair of 5 cycles.
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• Among vertex orbits with the same smallest prime factor, twisted vertex orbits come first, than pair-reversed,
then self-reversed.

• Vertex orbits with the same smallest prime factor and type should be ordered so that smaller orbits come
before larger ones.

As a first example, the embedding of Dic30 which has a twisted pair of 4-cycles, pair-reversed pairs of 3-cycles and
5-cycles, and a self-reversed 3-cycle may be written as follows:

σ = (1, 2, 3, 4)(5, 6, 7, 8)(9, 10, 11)(12, 13, 14)(15, 16, 17)(18, 19, 20, 21, 22)(23, 24, 25, 26, 27)

τ = (1, 8, 3, 6)(2, 7, 4, 5)(9, 14)(10, 13)(11, 12)(15, 17)(18, 27)(19, 26)(20, 25)(21, 24)(22, 23)

3 Restrictions on Graphs with Dicyclic Automorphism Group

So far, we have classified all injective homomorphisms from Dicn to SN , including those defined by group actions of
graph automorphism groups. Now, we turn to the question of which ones correspond to graphs of minimal order.

Suppose we have some embedding φ : Dicn → Sk, and we wish to know if it is realized by a graph Γ on the
vertices {1, 2, . . . k} with Aut(Γ) = φ(Dicn); that is, the automorphisms of Γ are literally the same permutations, not
merely an isomorphic permutation group. Since a graph automorphism must preserve adjacency, it is immediate that
φ(Dicn) ≤ Aut(Γ) if and only if {a, b} ∈ E(Γ) precisely when Oφ(Dicn){a, b} ⊂ E(Γ). Therefore, a graph Γ = (V,E)
with Dicn ≤ Aut(Γ) is uniquely identified by the embedding φ : Dicn → SV and the set of edge orbits of V under
φ(Dicn) which are included in E. For ease of notation, we will often omit the embedding φ when there is only one
embedding being considered, and we will write O{a, b} where ODicn{a, b} is intended, reserving the use of subscripts
for denoting edge orbits under other groups.

Using this method of describing graphs associated with a particular embedding, we will now obtain several results
concerning requirements that realizable embeddings must satisfy. Doing this serves two purposes. First, when we
later exhibit an edge-minimal graph corresponding to the smallest realizable embedding of Dicn, the work of this
section will provide an intuitive explanation of much of the graph’s structure. Second, we will use these lemmas to
show which embedding of Dicn is vertex-minimal by ruling out all smaller embeddings.

Our first result is the generalization of Lemma 7 from [4] to Dicn.

Lemma 3.1. Embeddings of Dicn into symmetric groups with less than two twisted vertex orbits are not realizable.

Proof. By Theorem 2.6, any embedding Dicn must contain at least one twisted vertex orbit. So, suppose that Γ is
a graph corresponding to an embedding φ of Dicn with only one twisted vertex orbit, made up of 2k vertices. We
claim that the permutation given by

γ(v) =

{
τ2(v) v ∈ Oσ{1}
v v /∈ Oσ{1}

is a member of Aut(Γ) but not of Dicn; more concisely, we call γ an extra automorphism.
Clearly, γ preserves all edges between vertices not in O{1}, because all such vertices are left in place. For the

same reason, all edges between vertices in Oσ{` + 1} and vertices not in O{1} are preserved. Suppose v ∈ Oσ{1}
and w /∈ O{1}. By Lemma 2.5, we know that all non-twisted vertex orbits have cycles of length a factor of n in σ,
so τ2 = σn fixes all such vertices. Since τ2 ∈ Aut(Γ), whenever {v, w} is an edge, τ2{v, w} = {τ2(v), w} must also
be an edge. But γ(v) = τ2(v), so γ{v, w} = τ2{v, w} is an edge, and all edges between vertices in O{1} and the rest
of the graph are preserved be γ.

The only remaining edges are within O{1}. If both endpoints of an edge are in Oσ{1}, we know that γ acts
the same as τ2 on that edge, preserving it; similarly, γ preserves edges between vertices in Oσ{` + 1}. This leaves
only edges with one vertex in Oσ{1} and one vertex in Oσ{k + 1}. If v ∈ Oσ{1} then τ(v) ∈ Oσ{k + 1}, so
for every edge between these two orbits under σ is of the form {v, σkτ(v)} for some k. But (σkτ)2 = τ2, so
σkτ{v, σkτ(v)} = {σkτ(v), τ2(v)} = γ({v, σkτ(v)}, and γ also preserves these edges.

Proofs that show that γ preserves an edge e ∈ E(Γ) by giving another edge f ∈ E(Γ) and an automorphism
g ∈ Dicn where g(f) = γ(e) are common, so to abbreviate and clarify them, we write in charts. One summarizing
this proof is given below.
O{v1, v2} e ∈ O{v1, v2} γ(e) π ∈ 〈σ, τ〉 : π(e∗) = γ(e)

O{1, 1 + k} {1 + x, 1 + k + x}
{2`− x, 2`− (k + x)}

τ2{1 + x, 1 + k + x}
{2`− x, 2`− (k + x)}

τ2σk{1 + x, 1 + k + x})
σk{2`− x, 2`− (k + x)}

O{1, `+ 1 + k} {1 + x, `+ 1 + (k + x− 1)}
{2`− x, τ2(1)− (k + x)}

{τ2(1) + x, `+ 1 + (k + x− 1)}
{2`− x, 1− (k + x)}

σxτσ−k{1, `+ 1 + (k − 1)}
σ−xτ−1σk{2`, τ2(1)− k}
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Before we continue, we will need a technical lemma that will be applied in proving many of the following results.
It is well known that a graph Γ and its complement have the same automorphism group, because automorphisms
must preserve non-edges as well as edges in order to preserve adjacency in the graph. In the following lemma, we
will obtain an analogous but stronger result about the subgroup A(Γ, G) ≤ Aut(Γ), which is defined in Definition
0.10. It turns out that replacing all edges between a pair of vertex orbits with non-edges and vice versa does not
change A(Γ, G).

Lemma 3.2. Suppose G ≤ Aut(Γ). For any v, w ∈ V (Γ), define C(v, w) to be {{a, b} : a ∈ OG{v}, b ∈ OG{w}, a 6=
b}, and define Γ′ = (V (Γ), [E(Γ) \ C(v, w)]

⋃
[C(v, w) \ E(Γ)]). Then AG(Γ) = AG(Γ′).

Proof. Suppose that φ is some automorphism in AG(Γ). Consider some arbitrary edge (nonedge) e = {a, b}. If O{e}
is not a subset of C(v, w), then e is an edge (nonedge) in both Γ and Γ′, so φ maps e to an edge (nonedge) in either
case. On the other hand, if O{e} ⊆ C(v, w), then O{φ(e)} ⊆ C(v, w), by the definition of AG; that is AG(Γ) leaves
C(v, w) invariant. Therefore, both e and φ(e) are edges in C(v, w)

⋂
E(Γ) (nonedges in C(v, w) \ E(Γ)), and by

definition of Γ′, both are nonedges (edges) in Γ′.
Since in every case, φ maps edges and nonedges of Γ′ to edges and nonedges respectively, φ ∈ AG(Γ′). Because

φ was chosen arbitrarily, we have AG(Γ) ≤ AG(Γ′); to prove that AG(Γ′) ≤ AG(Γ), switch Γ and Γ′ and apply the
above logic again.

Arlinghaus previously obtained a slightly weaker form of this result; see Lemma 3.3 of [6]. As we will soon see,
this result has many applications to vertex minimization. Most of the remaining work will be based on a number
of lemmas giving conditions under which a graph Γ has Aut(Γ) > Dicn, which are proven by exhibiting an element
γ ∈ Aut(Γ) such that γ /∈ Dicn. Without exception, it will be clear that γ ∈ A(Γ,Dicn), so Lemma 3.2 will
greatly broaden the sets of graphs that each lemma rules out. For example, if a result implies that a graph Γ with
Aut(Γ) = Dicn must include k edge orbits between a pair of vertex orbits, Lemma 3.2 also allows us to demand that
least 2k such orbits exist.

Showing that self-reversed 1-cycles will not appear in the vertex minimal embedding of Dicn is a relatively simple
application of the result we have just obtained.

Lemma 3.3. Suppose φ : Dicn → Sk is an isomorphism such that the embedding φ′ : Dicn → Sk+1 given by adding
the symbol k + 1 fixed by σ and τ has a corresponding graph Γ′ with Aut(Γ′) = Dicn. Let Γ be the induced subgraph
of Γ′ on the first k vertices. Then ADicn(Γ) = Dicn.

Proof. Let Γ+ be the graph formed by adding the vertex k+1 to Γ, but no edges. By examination of the permutations
involved, we can see that ADicn(Γ+) = ADicn(Γ). Any possible Γ′ can be formed by adding some edge orbits between
other vertices and k + 1 to Γ+. There is exactly one edge orbit between every other vertex orbit and {k + 1}, as
k + 1 is fixed by the members of φ′(Dicn). Therefore, by Lemma 3.2, ADicn(Γ′) = ADicn(Γ+) = ADicn(Γ).

The next two restrictions on realizable embeddings we will obtain are the most useful in explaining the structure
of the vertex-minimal embedding of Dicn, so after we have them, we will exhibit the minimal embedding.

The embedding of Dicn with the fewest vertices simply includes a twisted vertex orbit of minimum size and a
self-reversed pm cycle for each multiplicity m prime divisor p of n. However, if a self-reversed pm cycle is the only
cycle with length a multiple of p in some embedding, the resulting embedding will not be realizable. The following
lemma gives a much more general result, albeit one that is harder to state.

Lemma 3.4. Suppose φ : Dicn → SN is an embedding where there exists a self-reversed `0-cycle of σ such that
there is no sequence `0, `1, . . . `m of lengths of cycles where gcd(`k−1, `k) > 1 whenever all 1 ≤ k ≤ m and `m is a
non-self-reversed cycle of σ. Then φ is not realizable.

Proof. Let W be the set of all vertices of Γ in cycles of σ in all sequences of cycles of lengths `0, `1, . . . `m with the
property that gcd(`k−1, `k) > 1 for all k. By hypothesis, all of these cycles are self-reversed cycles, and none of them
have length with a common factor with the length of a non-self reversed cycle. Consider γ : V (Γ)→ V (Γ) given by

γ(v) =

{
τ(v) v ∈W
v v /∈W

Clearly, γ is an automorphism of induced by W and V (Γ) \W ; this leaves only the edges between W and V (Γ) \W .
Let Γ′ be the graph formed by removing all edges between W and V (Γ) \W ; clearly, γ ∈ Aut(Γ′), and because γ
is equal to some member of Dicn at every point, we know that γ ∈ A(Γ′,Dicn). We also know that vertices of W
come from self-reversed cycles and lengths of cycles within W have no common factors with lengths of cycles within
V (Γ) \W . Therefore, there is only one orbit of edges between O{w} and O{v} for any w ∈ W , v ∈ V (Γ) \W . By
Lemma 3.2, this means that γ ∈ A(Γ,Dicn) ≤ Aut(Γ) as well.
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The next few results combine to rule out embeddings of Dicpk where p ∈ {3, 5} is coprime to k, and the only
cycles with length a multiple of p are two pair-reversed p-cycles. A result about what edge orbits must be included
in the graph is also obtained, which will be revisited later.

Lemma 3.5. Suppose i : Zp → {0, 1} is some function with either |i−1(0)| ≤ 2 or |i−1(1)| ≤ 2 where p ≥ 7 is a
prime. Then there exists x ∈ Zp such that the function γx(k) = x− k satisfies i(k) = i(γx(k)).

Proof. Suppose without loss of generality that |i−1(0)| ≤ 2. Consider the case |i−1(0)| = 2. We may assume without
loss of generality that |i−1(0)| = {0, r}. Then we may choose x = r. In the case |i−1(0)| = 1, we may assume
i−1(0) = {0}, in which case we choose x = 0. In the case |i−1(0)|, we may choose any x.

Lemma 3.6. Suppose p is a prime, with k coprime to p, and φ : Dicpk → SN is an embedding containing a pair
of pair-reversed p cycles on the vertices {x + 1, x + 2, . . . x + 2p}. Let Γ be a corresponding graph with no edge
orbits between O{x+ 1} and other vertex orbits with size not coprime to p. If Γ does not contain edge orbits of the
form {x + 1, x + p + 1 + r} where the partition {{r},Zp \ {r}} forms an asymmetric 2-coloring of a p-cycle, then
Aut(Γ) > Dicpk.

Proof. Any orbit of edges between O{x + 1} and another vertex orbit is of the form O{x + 1, v}. Since all vertex
orbits other than O{x+ 1} with vertices adjacent to O{x+ 1} have size coprime to O{x+ 1}, the orbit O{x+ 1, v}
contains all edges between vertices of Oσ{x+ 1} and vertices of Oσ{v}, as well as all edges between Oσ{x+ 2p} and
Oσ{τ(v)}. Consequently, any permutation of vertices γ that preserves orbits under σ will preserve edges between
O{x+ 1} and the rest of the graph.

Let R = {r : O{x+ 1, x+ p+ 1 + r} ⊆ E(Γ)}. Let i : Zp → {0, 1} be given by

i(r) =

{
1 if r ∈ R
0 otherwise

By assumption, i does not give an asymmetric 2-coloring of a p-cycle. Let z be the element of Zp corresponding to i
given by Lemma 3.5. Let τr reverse the p cycles onto themselves; explicitly,

τr(v) =


v if v /∈ O{x+ 1}
x+ p− k where v = x+ 1 + k ∈ Oσ{x+ 1}
x+ 2p− k where v = x+ p+ 1 + k ∈ Oσ{x+ p+ 1}

We claim that the function

γ(v) =


v v /∈ O{x+ 1}
τr(v) v ∈ Oσ{x+ 1}
σzτr(v) v ∈ Oσ{x+ p+ 1}

is an order two member of Aut(Γ) other than τ2.
Routine calculations show that γ is of order 2. Because γ(v) ∈ Oσ{v} for all v, the above reasoning holds, and

we immediately know that γ preserves all edges involving vertices outside of O{x + 1}. The calculations exhibited
in the following chart show that γ preserves the remaining edges. For each edge e in the remaining orbits, we give
another edge e′ and an automorphism g ∈ Dicpk such that γ(e) = g(e′). Since g is an automorphism and e′ is an
edge, γ(e) must be an edge, as desired.

As shown in the following chart, γ sends O{x+ 1, x+ p+ 1 + r} to O{x+ 1, x+ p+ 1 +γz(r)} where γz is defined
as in Lemma 3.5, permuting the orbits of the form O{x+ 1,+p+ 1 + r} amongst themselves.

O{e} e γ(e) g(e′)

O{x+ 1, x+ 1 + r} {x+ 1 + k, x+ 1 + r + k}
{x+ p+ 1 + k, x+ p+ 1 + r + k}

{x+ p− k, x+ p− (r + k)}
{x+ 2p− k + z, x+ 2p− (r + k) + z}

σ−(k+r)({x+ 1, x+ 1 + r})
σz−(k+r)({x+ p+ 1, x+ p+ 1 + r + k})

O{x+ 1, x+ p+ 1 + r} {x+ 1 + k, x+ p+ 1 + r + k} {x+ p− k, x+ 2p− (r + k) + z} σ−(k+r+z)({x+ 1, x+ 1 + i(r)})

Corollary 3.7. Suppose that p ∈ {3, 5}, that k is coprime to p, and φ : Dicpk → SN is an embedding containing a
pair of pair-reversed p cycles on the vertices {x + 1, x+ 2, . . . x+ 2p}. Let Γ be a corresponding graph with no edge
orbits between O{x+ 1} and other vertex orbits with size not coprime to p. Then Aut(Γ) > Dicpk.

Proof. There are p < 2 · 3 orbits of edges of the form O{x+ 1, x+ p+ 1 + r}. If fewer than 3 edge orbits of the form
O{x + 1, x + p + 1 + r} were included in E(Γ), the previous lemma tells us that Aut(Γ) > Dicn. Otherwise, fewer
than 3 edge orbits of the form O{x+ 1, x+ p+ 1 + r} were excluded. By applying Lemma 3.2, we know that Γ has
the same automorphism group as some graph Γ′ including only the edge orbits between vertices of O{x+ 1} that Γ
excluded, and hence Aut(Γ) > Dicn again.
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4 An Edge-Minimal Vertex-Minimal Graph with Dicyclic Automor-
phism Group

We will now exhibit an edge-minimal graph Γ with Aut(Γ) = Dicn and |V (Γ)| = α(Dicn), and verify that it has the
correct automorphism group. We will only consider n not a power of 2, because the case n = 2b has been previously
addressed. [4]

It will be useful to determine the stabilizers of different vertex orbits and vertices. The following lemma summa-
rizes the calculations.

Lemma 4.1. Suppose Γ is a graph with Aut(Dicn), with v ∈ V (Γ) and k = |Oσ{v}|. Then for some r ∈ Zk, the
values given in the following chart are correct:

Type of O{v} fix(O{v}) stab(v)

Twisted 〈σk〉 〈σk〉
Pair-reversed 〈σk〉 〈σk〉
Self-reversed 〈σk〉 〈σk〉

⋃
σrτ + 〈σk〉

Proof. No matter what type of vertex orbit O{v} is, each cycle in σ on the vertices of O{v} has length k, so in
each case σk fixes all the vertices of O{v}. Because |σ| = 2n, the size of 〈σk〉 is 2n

k . For twisted and pair-reversed

O{v}, there are 2k vertices in O{v}, and by the orbit-stabilizer theorem, | stab v| = |Dicn |
|O{v} = 4n

2k = 2n
k , meaning

that 〈σk〉 is all of stab v. On the other hand, suppose O{v} is self-reversed. Then there are only k vertices in O{v},
so | stab v| = 2 · 2n

k , twice the size of 〈σk〉. Because τ(v) ∈ Oσ{v}, there exists an r such that σrτ(v) = v, so
σrτ + 〈σk〉 ⊆ stab v. Combined, these two cosets have the required 2 · 2nk elements. In general, we see that

v = σrτ(v)

σs(v) = σr+sτ(v)

σs(v) = σr+2sτσs(v),

meaning that σr+2sτ + 〈σk〉 fixes σs(v). Since this coset depends on s, its elements are not in fix(O{v}).

In the graph we will show, there are no edge orbits between vertex orbits with coprime odd lengths, and with
one exception, cycles will only have prime power length. The graph may be constructed by taking a particular
configuration of edge orbits and vertex orbits, or ‘chunk’, corresponding to each maximal prime power divisor of 2n,
or 15 in the special case where 3 and 5 are maximal prime power divisors of n, and connecting all other chunks to the
chunk corresponding to 2b+1 in a certain way. That the graph has the correct automorphism group will essentially
follow from the fact that the subgraphs induced by the the chunk corresponding to 2b+1 + 1 and any other chunk
have the correct automorphism group, and that powers of different primes are coprime. The next 8 lemmas exhibit
the minimal graph under for certain classes of n with few prime factors; the constructions they use will then be
combined to give the result in general.

While the following lemma is stated for any odd number z, we will make use of two special cases: z = pm where
m > 1 or p ∈ {3, 5}, and (p, z) = (3, 15). These are the cases in which the graph given in the lemma is vertex
minimal. The techniques used in proving the lemma are essentially borrowed from Graves et all (see [4] Theorem
18).

Lemma 4.2. Suppose n = 2bz, where b > 0 and z > 1 is odd, is a positive even integer; let p be a prime factor of
z. Consider the embedding of φ : Dicn → SN where σ contains 4 2b+1-cycles twisted by τ , 2 p-cycles pair-reversed
together by τ , and a single z-cycle self-reversed by τ . Then the graph Γ on 2b+3 + 2p + z vertices with edges orbits
generated by {{1, 2b+1 + 1}, {1, 2b+2 + 1}, {1, 2b+2 + 2}, {1, 3 · 2b+1 + 1}, {1, 2b+3 + 1}, {2b+3 + 1, 2b+3 + p+ 1}, {2b+3 +
1, 2b+3 + 2p+ 2}, {2b+3 + 2p+ 1, 2b+3 + 2p+ 2}} under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. The techniques used in proving this lemma will be illustrative of future proofs. First, we prove that Aut(Γ) =
A(Γ,Dicn); that is, that the orbit of a vertex under Aut(Γ) is the same as its orbit under φ(Dicn). Equivalently, this
means that any automorphism γ ∈ Aut(Γ) is, at any particular vertex, the restriction of an element of Dicn. Then
we will only need to show that γ is the restriction of the same element of Dicn at all vertices; or in other words, that
different vertices ‘agree’ about the identity of γ.
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For similarity with future proofs, let x = 2b+3. There are four orbits of vertices in Γ: O{1}, O{2b+2 + 1},
O{x+ 1}, and O{x+ 2p+ 1}. Examination of the orbits comprising Γ shows that the degrees of vertices in different
orbits are as follows:

O{v} deg(v)
O{1} 5 + p

O{2b+2 + 1} 3
O{x+ 1} 2b+1 + 1 + z

p

O{x+ 2p+ 1} 4

Since 2b+1 ≥ 2 and p ≥ 2, it is clear that only vertices in O{x+ 2p+ 1} have degree 4; therefore, this vertex orbit is
invariant under Aut(Γ). Since the only neighbors of O{x+2p+1} outside of that orbit are the members of O{x+1},
that orbit is also invariant under Aut(Γ). The two remaining twisted vertex orbits have vertices of different degree,
so their vertices may not be interchanged, and they are also invariant under Aut(Γ). Hence Aut(Γ) = A(Γ,Dicn).

Let γ be a member of Aut(Γ). We claim that there is a unique element g in Dicn such that γ{1, x + 2p + 2} =
g{1, x+ 2p+ 2}. First, consider the case that γ(1) ∈ Oσ{1}, say γ(1) = σa(1). Since O{x+ 2p+ 2} is self-reversed,
γ(x+2p+2) = σb(x+2p+2) for some b. Then, any element g of σ−b+stabO{x+2p+2}

⋂
σ−a+stabO{1} is equal

to γ−1 at both 1 and x+ 2p+ 2. By Lemma 4.1, stabO{1} = 〈σ2b+1〉 and stabO{x+ 2p+ 1} = 〈σz〉, and because z
and 2b+1 are coprime, the intersection is nonempty, so such a g exists. Since 2b+1z = n, the intersection has precisely
one element, and g is unique. On the other hand, if γ(1) = σaτ(1), we know that γ(x + 2p + 2) = σbτ(x + 2p + 2)
for some b, and we may obtain the desired g similarly.

Let α = g−1γ. If we can show that α is the identity, then we will know that γ = g, and hence γ ∈ Dicn. We
already know that α fixes 1 and x+ 2p+ 2, so we will argue that an automorphism that fixes these two vertices must
fix all of V (Γ).

From the two vertices that α is known to fix and the fact that Aut(Γ) = A(Γ,Dicn), we may sequentially deduce
that:

• α leaves Oσ{x+ 1} invariant, because these vertices are the neighbors of 1 in O{x+ 1}.

• Similarly, α leaves Oσ{x+ p+ 1}, the non-neighbors of 1 in O{x+ 1}, invariant.

• α also leaves Oσ{1} and Oσ{2b+1 + 1} invariant, as the former is the set of neighbors of Oσ{x + 1} in O{1},
and the latter is the set of non-neighbors.

• Finally, α leaves Oσ{2b+2 + 1} and Oσ{3 · 2b+1 + 1} invariant, because the members of the former orbit have
2 neighbors in Oσ{1} while the latter only have 1 such neighbor.

• α fixes x+ 1, the only common neighbor of fixed vertices 1 and x+ 2p+ 2.

• α fixes x+ p+ 3, the only unfixed neighbor of x+ 2p+ 2 in O{x+ 1}.

• α fixes x+ 3, the only common neighbor of fixed vertices 1 and x+ p+ 3.

• α fixes 2b+2 + 2, the only neighbor of 1 in Oσ{2b+2 + 1} that is not adjacent to another neighbor of 1.

• α fixes 2b+1 + 2, the remaining neighbor of 1 in Oσ{2b+2 + 1}.

• α fixes the remaining neighbors of 1, because they are the only neighbors of 1 in the invariant orbitsOσ{2b+1+1}
and Oσ{3 · 2b+1 + 1}.

• α fixes 2, the only neighbor of 2b+2 + 2 in Oσ{1}.

Notice that the edges of O{x + 2p + 1, x + 2p + 2} form a z-cycle; since the edges of this cycle are the only edges
between vertices in O{x + 2p + 1}, a set of vertices left invariant by Aut(Γ), this z-cycle must be preserved by α.
Because α fixes one of the vertices of the cycle, namely x + 2p + 2, we know that α either fixes all the vertices of
O{x+2p+1} or else flips the cycle about x+2p+2. Suppose that α indeed flips the z-cycle about x+2p+2. There
is only one orbit of edges connecting O{x + 1} and O{x + 2p + 1}, namely O{x + 1, x + 2p + 2}, so α would also
have to reverse the order of Oσ{x+ 1}. However, we already know that two vertices of Oσ{x+ 1} are fixed, namely
x + 1 and x + 3, and that |Oσ{x + 1}| = p is odd, so α does not reverse the order of Oσ{x + 1}, a contradiction.
Hence α fixes every vertex in O{x+ 2p+ 1}. Since each vertex in O{x+ 2p+ 1} has one neighbor in Oσ{x+ 1}, all
members of Oσ{x+ 1} are also fixed; the same goes for the members of Oσ{x+ p+ 1}.

To see that the remainder of the graph is fixed, recall that every neighbor of 1 is fixed, and that 2 = σ(1) and
x+ 2p+ 3 = σ(x+ 2p+ 2). Applying the arguments we have just used and replacing each vertex v with σ(v) suffices
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to show that every neighbor of 2 is fixed, as well as 3 and x+ 2p+ 4. By induction, every vertex in Oσ{1} is fixed,
as are all their neighbors, which include all the vertices of O{1} and O{2b+2 + 1}. Therefore, α fixes every vertex of
Γ, as desired.

When z is prime, the orbit of edges between the vertices of the self-reversed p-cycle are not needed, as shown
below.

Lemma 4.3. Suppose n = 2bp, where b > 0 and p is an odd prime. Consider the embedding of φ : Dicn → SN
where σ contains 4 2b+1-cycles twisted by τ , 2 p-cycles pair-reversed together by τ , and a single p-cycle self-reversed
by τ . Then the graph Γ on 2b+3 + 3p vertices with edges orbits generated by {{1, 2b+1 + 1}, {1, 2b+2 + 1}, {1, 2b+2 +
2}, {1, 3 · 2b+1 + 1}, {1, 2b+3 + 1}, {2b+3 + 1, 2b+3 + p+ 1}, {2b+3 + 1, 2b+3 + 2p+ 2}} under the action of φ(Dicn) has
Aut(Γ) ∼= Dicn.

Proof. We proceed as in the previous proof. Let x = 2b+3. Calculation determines that vertices in the given orbits
have the following degrees:

O{v} deg(v)
O{1} 5 + p

O{2b+2 + 1} 3
O{x+ 1} 2b+1 + 1 + z

p

O{x+ 2p+ 1} 2

A similar argument to the one given in Lemma 4.2 shows that each vertex orbit is invariant under Aut(Γ).
Define γ, g, and ρ as in the previous proof.
All of the bulleted deductions in the previous proof still hold, so we know that x+3 is fixed by ρ. Hence x+2p+3,

the unique neighbor of x+ 3 in O{x+ 2p+ 1}, is also fixed. By the Chinese remainder theorem, there exists some k
such that σk is equal to σ2 on the vertices of O{x + 1} and O{x + 2p + 1} and equal to the identity on vertices of
O{1} and O{2b+2 + 1}. By applying the argument previously given with each vertex v replaced with σk(v), we may
show that all vertices in O{x+ 1} are fixed. This means that all vertices in O{x+ 2p+ 1} are fixed as well, because
each has a unique neighbor in Oσ{x + 1}. We may show that the remainder of the graph is fixed in the same way
as in the previous lemma.

If a prime factor p is sufficiently large and has multiplicity 1, the self-reversed p-cycle can be omitted entirely.

Lemma 4.4. Suppose n = 2bp where b > 0 and p > 7 is a prime number. Let φ : Dicn → SN be the embedding where
σ contains 4 2b+1-cycles twisted by τ and 2 p-cycles pair reversed by τ . Then the graph Γ on 2b+3 + 2p vertices with
edges orbits generated by {{1, 2b+1 + 1}, {1, 2b+2 + 1}, {1, 2b+2 + 2}, {1, 3 · 2b+1 + 1}, {1, 2b+3 + 1}, {2b+3 + 1, 2b+3 +
p+ 1}, {2b+3 + 1, 2b+3 + p+ 3}, {2b+3 + 1, 2b+3 + p+ 4}} under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. We proceed as in the previous proof. Let x = 2b+3. Calculation determines that vertices in the given orbits
have the following degrees:

O{v} deg(v)
O{1} 5 + p

O{2b+2 + 1} 3
O{x+ 1} 2b+1 + 3

Observe that vertices in O{1} and O{x + 1} have degree greater than 3, so O{2b+2 + 1} is invariant. As for the
remaining orbits, vertices in O{1} have even degree (since p is odd), while those in O{x + 1} have odd degree, so
O{1} and O{x+ 1} are also invariant. Therefore, Aut(Γ) = A(Γ,Dicn).

Let γ be a member of Aut(γ). By the same reasoning as in Lemma 4.2, there exists g ∈ Dicn such that g(1) = γ(1)
and g(x+ 1) = γ(x+ 1). Define α = g−1γ, and we will again show that α is the identity.

From the two vertices that α is known to fix and the fact that Aut(Γ) = A(Γ,Dicn), we may sequentially deduce
that:

• α fixes x+ p+ 5, because x+ p+ 5 is a common neighbor of the other two neighbors of x+ 1, which are not
adjacent to each other.

• α leaves {x+p+2, x+p+4} invariant, because these two vertices are the remaining unfixed neighbors of x+1.

• α fixes x+ 3, the only unfixed common neighbor of x+ p+ 2 and x+ p+ 4.
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Observe that x+ 3 = σ2(x+ 1). With x+ 3 is fixed, we may apply the above argument replacing each vertex v with
σ2(v), and by induction, all of Oσ2{x+ 1} is fixed. But since stabO{x+ 1} = 〈σp〉 and p is coprime to 2, we know
that Oσ2{x+ 1} = Oσ{x+ 1}. This also means that the vertices of Oσ{x+p+ 1} are fixed, since each has a different
set of three neighbors in Oσ{x+ 1}. Therefore, all of O{x+ 1} is fixed. From here, the same reasoning used in the
proof of Lemma 4.2 will show that the remaining vertices of Γ are fixed.

In the special case p = 7, the above construction can be used if an extra orbit of edges is included.

Lemma 4.5. Suppose n = 2bp where b > 0 and p ≥ 7 is a prime number. Let φ : Dicn → SN be the embedding where
σ contains 4 2b+1-cycles twisted by τ and 2 p-cycles pair reversed by τ . Then the graph Γ on 2b+3 + 2p vertices with
edges orbits generated by {{1, 2b+1 + 1}, {1, 2b+2 + 1}, {1, 2b+2 + 2}, {1, 3 · 2b+1 + 1}, {1, 2b+3 + 1}, {2b+3 + 1, 2b+3 +
2}, {2b+3 + 1, 2b+3 + p + 1}, {2b+3 + 1, 2b+3 + p + 3}, {2b+3 + 1, 2b+3 + p + 4}} under the action of φ(Dicn) has
Aut(Γ) ∼= Dicn.

Proof. We proceed as in the previous proof. Let x = 2b+3. Calculation determines that vertices in the given orbits
have the following degrees:

O{v} deg(v)
O{1} 5 + p

O{2b+2 + 1} 3
O{x+ 1} 2b+1 + 5

Again, observe that vertices in O{1} and O{x+ 1} have degree greater than 3, so O{2b+2 + 1} is invariant. As for
the remaining orbits, vertices in O{1} have even degree because p is odd, while those in O{x+ 1} have odd degree,
so O{1} and O{x+ 1} are also invariant. Therefore, Aut(Γ) = A(Γ,Dicn).

Let γ, g, and α be defined as in Lemma 4.4. As in the proof of Lemma 4.2, we note that the sets Oσ{x+ 1} and
Oσ{x + p + 1} are invariant under α because they are the sets of neighbors and non-neighbors (respectively) of 1,
a vertex fixed by α. The edges connecting the vertices of Oσ{x + 1} form a p-cycle which must be preserved by α;
the same goes for Oσ{x + p + 1}. Because x + 1 is fixed, γ must either fix the p-cycle of the vertices of Oσ{x + 1}
or flip it about x+ 1. Therefore,

• α leaves {x+ p, x+ 2} invariant, because they are the neighbors of x+ 1 in Oσ{x+ 1}.

• α leaves {x+ p+ 3, x+ p+ 4} invariant, because they are the neighbors of x+ 1 in Oσ{x+ p+ 1} which are
adjacent to members of {x+ p, x+ 2}.

• α fixes x+ p+ 1, the remaining neighbor of x+ 1 in Oσ{x+ p+ 1}.

• α either fixes Oσ{x + p + 1} or flips it about x + p + 1, because x + p + 1 is fixed and α must preserve the
p-cycle of edges between the vertices of Oσ{x+ p+ 1}.

• α fixes Oσ{x+ p+ 1}, because flipping it about x+ p+ 1 does not leave {x+ p+ 3, x+ p+ 4} invariant.

• α fixes Oσ{x+ 1}, because each vertex has a different set of neighbors in Oσ{x+ p+ 1}.

From here, the same reasoning used in the proof of Lemma 4.2 will show that the remaining vertices of Γ are fixed.

When n is odd similar constructions may be used as for even n, with some modification to take into the account
the fact that there are less potential orbits of edges between the 8 vertices of the twisted cycles.

Lemma 4.6. Suppose n > 1, is a positive odd integer, and let p be a prime factor of n. Consider the embedding of
φ : Dicn → SN where σ contains 4 2-cycles twisted by τ , 2 p-cycles pair-reversed together by τ , and a single n cycle
self-reversed by τ . Then the graph Γ on 8+2p+n vertices with edges orbits generated by {{1, 3}, {1, 5}, {1, 7}, {1, 8+
1}, {5, 8+1}, {8+1, 8+p+1}, {8+1, 8+2p+2}, {8+2p+1, 8+2p+2}} under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. Again, let x = 8. The degrees of vertices in Γ are as follows:

O{v} deg(v)
O{1} 4 + p
O{5} 2 + p
O{x+ 1} 5 + z

p

O{x+ 2p+ 1} 4

11



Similar to previous proofs, we can see that only vertices in O{x+2p+1} have degree 4, so O{x+2p+1} is invariant
under Aut(Γ). The orbit O{x + 1} is also invariant under Aut(Γ), because they are the only vertices adjacent to
O{x+ 2p+ 1}. The remaining two orbits have vertices of different degree, so they are also invariant under Aut(Γ).
Therefore, Aut(Γ) = A(Γ,Dicn).

Define γ, g, and α as in the proof of Lemma 4.2, so that α fixes 1 and x+ 2p+ 2. From the two vertices that α
is known to fix and the fact that Aut(Γ) = A(Γ,Dicn), we may sequentially deduce that:

• α leaves Oσ{x+ 1} invariant, because these vertices are the neighbors of 1 in O{x+ 1}.

• Similarly, α leaves Oσ{x+ p+ 1}, the non-neighbors of 1 in O{x+ 1}, invariant.

• α also leaves Oσ{1} and Oσ{3} invariant, as the former is the set of neighbors of Oσ{x+ 1} in O{1}, and the
latter is the set of non-neighbors.

• Similarly, α leaves Oσ{5} and Oσ{7} invariant, as the former is the set of neighbors of Oσ{x + 1} in O{5},
and the latter is the set of non-neighbors.

• α fixes x+ 1, the only common neighbor of fixed vertices 1 and x+ 2p+ 2.

• α fixes x+ p+ 3, the only unfixed neighbor of x+ 2p+ 2 in O{x+ 1}.

• α fixes x+ 3, the only common neighbor of fixed vertices 1 and x+ p+ 3.

• α fixes 2, the only member of Oσ{1} other than 1.

• α fixes 5, the only neighbor of 1 in Oσ{5}, and 6, the only neighbor of 2 in Oσ{5}.

• α fixes 7 and 8 analogously.

• α fixes 3, the only neighbor of 6 in Oσ{3}, and 4, the last unfixed vertex in O{1}.

The argument given in the proof of Lemma 4.2 shows that the remaining vertices of O{x + 1} and O{x + 2p + 1}
are fixed by α, so α fixes all of the vertices of Γ.

Lemma 4.7. Suppose n > 1, is a positive odd integer, and let p be a prime factor of n. Consider the embedding of
φ : Dicn → SN where σ contains 4 2-cycles twisted by τ , 2 p-cycles pair-reversed together by τ , and a single n cycle
self-reversed by τ . Then the graph Γ on 8+2p+n vertices with edges orbits generated by {{1, 2}, {1, 5}, {1, 7}, {1, 8+
1}, {5, 8 + 1}, {8 + 1, 8 + p+ 1}, {8 + 1, 8 + 2p+ 2}} under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. We proceed as in the previous proof. Let x = 2b+3. Calculation determines that vertices in the given orbits
have the following degrees:

O{v} deg(v)
O{1} 3 + p
O{5} 2 + p
O{x+ 1} 5 + z

p

O{x+ 2p+ 1} 2

A similar argument to the one given in Lemma 4.6 shows that each vertex orbit is invariant under Aut(Γ).
Define γ, g, and ρ as in the previous proof.
A similar argument to the one given in the previous Lemma and in Lemma 4.3 suffices.

Lemma 4.8. Suppose n = p where p > 7 is a prime number. Let φ : Dicn → SN be the embedding where σ contains
4 2-cycles twisted by τ and 2 p-cycles pair reversed by τ . Then the graph Γ on 8 + 2p vertices with edges orbits
generated by {{1, 2}, {1, 5}, {1, 7}, {1, 8 + 1}, {5, 8 + 1}, {8 + 1, 8 + p+ 1}, {8 + 1, 8 + p+ 3}, {8 + 1, 8 + p+ 4}} under
the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. Let x = 2b+3. Calculation determines that vertices in the given orbits have the following degrees:

O{v} deg(v)
O{1} 3 + p

O{2b+2 + 1} 2 + p
O{x+ 1} 7

Since p > 5, all vertex orbits in Γ have vertices of different degrees. The remainder of the proof is very similar to the
proofs of Lemma 4.4 and Lemma 4.6, and is therefore omitted.

12



Lemma 4.9. Suppose n = p where p ≥ 7 is a prime number. Let φ : Dicn → SN be the embedding where σ contains 4
2-cycles twisted by τ and 2 p-cycles pair reversed by τ . Then the graph Γ on 8+2p vertices with edges orbits generated
by {{1, 2}, {1, 5}, {1, 7}, {1, 8 + 1}, {5, 8 + 1}, {8 + 1, 8 + 2}, {8 + 1, 8 + p + 1}, {8 + 1, 8 + p + 3}, {8 + 1, 8 + p + 4}}
under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. Let x = 2b+3. Calculation determines that vertices in the given orbits have the following degrees:

O{v} deg(v)
O{1} 3 + p
O{5} 2 + p
O{x+ 1} 9

If p > 7, all vertex orbits in Γ have vertices of different degrees. On the other hand, in the case p = 7, a more careful
analysis is required. In this case, vertices of O{1} have degree 11 while other vertices have degree 9, so O{1} is
invariant under Aut(Γ). Vertices in O{5} have two neighbors in O{1}, while vertices in O{x+1} have four neighbors
in O{1}, so O{5} and O{x+ 1} are also invariant under Aut(Γ).

The remainder of the proof proceeds as in Lemma 4.5 and Lemma 4.6.

With these base cases in hand, we are finally able to exhibit our minimal graph.

Theorem 4.10. Suppose n is not a power of 2. Let φ : Dicn → SN be the embedding where σ contains

• Four 2b+1 cycles twisted by τ .

• If 3 and 5 are both multiplicity 1 factors of n, two 3-cycles pair-reversed by τ and a 15-cycle self-reversed by τ .

• For each j from 1 to J , two qj cycles pair-reversed by τ and a q
mj

j cycle self-reversed by τ , unless qj ∈ {3, 5}
and 3 and 5 are both multiplicity 1 factors of n.

• For each i from 1 to I, two pi cycles pair-reversed by τ .

Let

N ′ = 2b+3 +

I∑
i=1

2pi +

J∑
j=1

2qj + q
mj

j ;

let N = N ′ − 3 if 3 and 5 are both multiplicity 1 factors of n, and N = N ′ otherwise. Define

xi = 2b+3 +

i−1∑
k=1

2pk.

Define yj similarly, so that yj is the first vertex in the pair-reversed vertex orbit of size 2qj. Explicitly: define
y1 = xI+1. If 3 and 5 are both multiplicity 1 factors of n, define y3 as y1 + 21 and

yj = y2 +
∑

k = 3j2qj + q
mj

j

for j > 3. Otherwise, define

yj = y1 +
∑

k = 1j−12qj + q
mj

j .

Let f be min 2b+1, p1, q1; define

s =


0 f = 2b+1

x1 f = p1

y1 f = q1

Then the graph Γ on N vertices with edges generated by

• If b ≥ 1, the members of {{1, 2b+1 + 1}, {1, 2b+2 + 1}, {1, 2b+2 + 2}, {1, 3 · 2b+1 + 1}}.

• If b = 0, the members of {{1, 5}, {1, 7}}.

• If b = 0 and n is a prime power, {1, 2}.

• {1, s+ 1}
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• {s, xi + 1} and {s+ 1, yj + 1} for each i and j where the two vertices are distinct.

• If b = 0, the edge {5, s+ 1}.

• For each i, the members of {{xi + 1, xi + pi + 1}, {xi + 1, xi + pi + 3}, {xi + 1, xi + pi + 4}}.

• If pi = 7, the edge {xi + 1, xi + 2}.

• For each j, the members of {{yj + 1, yj + pj + 1}, {yj + 1, yj + 2qj + 2}}.

• For each j where |O{yj + 2qj + 1}| is not prime, {yj + 2qj + 1, yj + 2qj + 2}.

under the action of φ(Dicn) has Aut(Γ) ∼= Dicn.

Proof. As in the proofs of the lemmas, we begin by showing that Aut(Γ) = A(Γ,Dicn). We begin by considering the
vertices in O{yj + 1} and O{yj + 2qj + 1} for each j. Calculation shows that the vertices of O{yj + 2qj + 1} for each
j are the only vertices of degree 2 or 4, so the union of these orbits must be left invariant under α. Notice that the
only edges between vertices of degree 2 or 4 are generated by the edges {{yj + 2qj + 1, yj + 2qj + 2} : 1 ≤ j ≤ J}, so
the edges between vertices of degree 4 always form a q

mj

j -cycle or a 15-cycle for each orbit. All of these cycles are of
different length, so they cannot be mapped onto each other by members of Aut(Γ), so O{yj + 2qj + 1} is invariant
under Aut(Γ) for each j. As in previous proofs, this means that O{yj + 1}, which contains all the other neighbors
of vertices in O{yj + 2qj + 1}, must be invariant for each j.

Now we intend to show that the vertices of O{1} are invariant. If b > 0, then because vertices in O{5} have
different degree than those in O{1} and no neighbors outside of O{5} and O{1}, we know that O{1} must be
invariant. If b = 0, the fact that 2 is the smallest prime number ensures that s = 0. If we also have J > 0, we
observe that the vertices of O{1} are the only external neighbors of O{y1 + 1}

⋃
O{y1 + 2q1 + 1}, and so they must

be invariant. If b = J = 0, calculation reveals that vertices of O{1} have greater degree than all other vertices, and
so they must be invariant.

Next, we show that O{5} is invariant. If b > 0, then vertices in O{5} have degree 3, while those in O{xi+1} have
larger degree, so they may not be exchanged. If b = 0 and q1 is the least prime factor of n, then the only external
neighbors of vertices in O{5} are in invariant orbits O{1} and O{y1 + 1}, so O{5} is invariant. On the other hand,
if b = 0 and p1 is the least prime factor of n, things are slightly more complicated. Under these circumstances, the
degree of a vertex in O{5} is 2 + p1, while the degree of a vertex in O{x1 + 1} is 7 if p1 6= 7 and 9 if p1 = 7, and the
degree of a vertex in O{xi + 1} is 5 for each i ≥ 2. This means that the vertices in O{5} have different degree from
those in every other orbit that is not already known to be invariant unless p1 = 7, in which case vertices in O{5} and
O{x1 + 1} both have degree 9. In this special case, we will have to use other means to show that vertices of O{5}
and O{x1 + 1} may not be interchanged by α. If α interchanged a vertex v in O{5} with a vertex w in O{x1 + 1},
it would have to map the neighborhood of v onto the neighborhood of w. Calculation shows that w has a neighbor
adjacent to no other neighbors of w (for w = x1 + 1, the neighbor is x1 + p1 + 1), and that no neighbor of v has this
property, so α cannot map the neighborhood of v onto the neighborhood of w.

It is clear that O{s + 1} is invariant: O{1} is invariant, and either s + 1 = 1 or O{s + 1} is the only orbit of
vertices adjacent to O{1} that has not yet been shown to be invariant.

Finally, we show that the remaining orbits, {O{xi + 1} : 1 ≤ i ≤ I, xi 6= s}, are invariant. For each i except
1 if x1 = s, the subgraph of Γ induced by the vertices of O{xi + 1} is connected, but there are no edges between
vertices in O{xa + 1} and O{xb + 1} whenever a 6= b. Since Aut(Γ) leaves all orbits not of the form O{xi + 1}
invariant, this means that α must map each orbit O{xa + 1} onto a unique O{xb + 1}. But whenever a 6= b, we have
|O{xa+1}| 6= |O{xb+1}|, so we know that every orbit O{xa+1} is mapped onto itself. Hence Aut(Γ) = A(Γ,Dicn).

The remainder of the proof is essentially applying the relevant combination of Lemmas 4.2 through 4.9 to subgraph
of Γ induced by the vertices of O{1}

⋃
O{2b+1 + 1}

⋃
O{xi + 1} for each i and to O{1}

⋃
O{2b+1 + 1}

⋃
O{yj + 1}

for each j simultaneously. To see that for any γ in Aut(Γ) there exists a g ∈ Dicn such that γ agrees with g on 1
and yj + 2qj + 2 or xi + 1 (as appropriate), simply observe that the g given by the six lemmas must exist and agree
by the values of the stabilizers of vertex orbits given in Lemma 4.1 and the Chinese Remainder Theorem. Therefore,
we may define α = γg−1 as before.

Applying the foregoing lemmas to the various induced subgraphs is straightforward, because these induced sub-
graphs match the graphs in the hypotheses of the lemmas, except in three details. First, the edge orbits O{1, xi}
and O{1, yj} are replaced by O{s, xi}, O{s, yj}, and O{1, s}. The subgraph involving the vertex s + 1 has the
same form as is considered in one of the above lemmas, so we may show that its vertices are fixed by α. As for the
remaining subgraphs, notice that the only use of the connection between 1 and the vertices of non-twisted cycles was
to point out that, since Oσ{1} and Oσ{2b+1} are invariant, so are the neighbors of Oσ{1}; since we already know
that α fixes the vertices of O{s+ 1}, this is equally true of Oσ{s+ 1} and Oσ{s+ f + 1}, so a similar argument is
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possible. Second, when b = 0 and pi or qj is not the minimal prime factor of n, the induced subgraph of Γ leaves
out the edges of O{5, pi + 1} or O{5, qj + 1}. Examination of the relevant arguments shows that these edges were
only needed to demonstrate that Oσ{5} and Oσ{7} are invariant under the action of α, which is still true in Γ since
either O{5, x1 + 1} or O{5, y1 + 1} was included. Third, when b = 0 and n has multiple prime factors, the induced
subgraph of Γ leaves out O{1, 2}. Note that the only reason these edges were needed for the proofs of the lemmas
was to show that vertices of O{1} have different degree from those in O{5}; if n has multiple multiple prime factors,
this is true without the edges of O{1, 2}.

5 Showing Our Embedding Is Vertex Minimal

Now we have a realized embedding Dicn → Sk, which we assert is vertex minimal. To show it is vertex minimal, we
will first prove several lemmas showing certain embeddings are not realizable. Then we will exhibit an enumeration
of all embeddings not ruled out be these lemmas, which we will use to show that all except finitely many (for a given
n) have more vertices than our previously exhibited embedding. We will prove these few are not realizable more
directly.

The next two lemmas show that two more classes of embeddings of Dicn are not realizable. These classes
of embeddings were not dealt with previously because they only use fewer vertices than the minimal realizable
embedding under specific conditions.

Lemma 5.1. Suppose φ : Dicn → Sk is an embedding such that φ(σ) contains a self-reversed cycle of length 2l where
l is coprime to the length of every other cycle in φ(σ). Then φ is not realizable.

Proof. Write the 2k-cycle in question (v+1, v+2, . . . v+2k), and suppose an arbitrary graph Γ with φ(Dicn) ⊆ Aut(Γ).
If Aut(Γ) 6= ADicn(Γ), it follows directly that Aut(Γ) 6= Dicn. Otherwise, we claim the extra automorphism

ψ =

{
στ(x) x ∈ O{v + 1}
x x /∈ O{v + 1}

is an involution in Aut(Γ) other than φ(τ2), showing that Aut(Γ) 6= φ(Dicn).
Because ψ agrees with στ on O{v + 1}, we know that ψ preserves edges in Γ[O{v + 1}]. Similarly, ψ fixes

V (Γ) \ O{v + 1}, and so preserves edges there as well. This leaves only the question of edges between a vertex in
O{v + 1} and a vertex not in O{v + 1}.

Suppose that the self-reverse of the 2k-cycle has odd parity. From the definition of self-reverse, we may calculate
that

στ(v + 1 + r) = σ(v + 2k − r)
στ(v + 1 + r) = v + 2k − r + 1

στ(v + 1 + r) = v + r + 1 + 2(k − r)
στ(v + 1 + r) = σ2(k−r)(v + r + 1)

Consequently, all we need to do is show that there is an element of Dicn restricting to σ2 on O{v+ 1} and stabilizing
V (Γ) \ O{v + 1}.

Let π : Dicn → SO{v+1} be the restriction homomorphism. By assumption, |π(σ)| = 2k. Hence |π(σ2n/k)| =

|π(σgcd(2k,2n/k))| = k, and we have π(σ2) = π(σ2n/k·d) for some d ∈ Z+. But σ2n/k must fix V (Γ)\O{v+1}, because
(by hypothesis) no cycle in σ other than O{v + 1} has length with a common factor with k.

Therefore, ψ leaves orbits of edges betweenO{v+1} and V (Γ)\O{v+1} invariant. Explicitly, for any w /∈ O{v+1}
we have ψ({w, v + 1 + r}) = σ2drn/k({w, v + 1 + r}. This means that ψ ∈ Aut(Γ), as desired.

In the case where the self-reverse has even parity, we instead restrict σ2τ . The calculations that result are the
same.

Note that only the parity of the power of σ is important; in the even case, we could have restricted defined ψ as
a combination of the identity and τ , with slightly different calculations later on.

Finally, we rule out embeddings of Dic3k where k is coprime to 6 and the only vertex orbit with size a multiple
of 3 is twisted.

Lemma 5.2. Suppose k is coprime to 6. Then any embedding φ : Dic3k → SN in which σ has 2 2-cycles twisted by
τ , 2 6-cycles twisted by τ , and some other non-twisted cycles with length a divisor of k is not realizable.
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Proof. For the reader who is willing to read ahead, a later result, Lemma 6.12, is a more enlightening and general
variant on this one. We will give a direct proof here regardless.

First, consider the special case k = 1. Without loss of generality, assume σ = (1, 2)(3, 4)(5, 6, 7, 8, 9, 10)(11, 12, 13, 14, 15, 16).
Direct calculation shows that the permutation γ = (1, 2)(3, 4)(5, 10)(6, 9)(7, 8)(11, 16)(12, 15)(13, 14) is a member of
Aut(Γ) but not φ(Dic3k). We claim that γ is still an extra automorphism regardless of the value of k. Let Γ1 denote
the subgraph induced by the vertices of the twisted cycles of φ(Dic3k), and let Γ2 denote the subgraph induced by
all other vertices. Note that γ ∈ A(Γ,Dic3k). We already know that γ preserves adjacency within Γ1, and γ clearly
preserves adjacency within Γ2, because γ leaves all vertices of Γ2 fixed. This leaves only edges between vertices of
Γ1 and vertices of Γ2, so let w be a vertex of Γ2. If w is in a self-reversed cycle with length coprime to 3, there is
only one orbit of edges between O{w} and O{1}, so those adjacencies must be preserved; the same goes for edges
between O{w} and O{5}. On the other hand, if w is in a pair-reversed pair of cycles with length coprime to 3, then
there are two orbits of edges between O{w} and O{1}, namely the orbit of all edges between Oσ{1} and O{w} and
those between Oσ{3} and O{w}. Since γ(v) ∈ Oσ{v} for all vertices v, these orbits are also preserved; the same
goes for the two orbits of edges between O{5} and O{w}.

We have now discovered enough restrictions on realizable embeddings of Dicn to rule out all embeddings on fewer
vertices than the graph exhibited in Theorem 4.10. However, the structure of the set of all possible embeddings of
Dicn is complicated, making the proof somewhat technical.

Theorem 5.3. Suppose n > 1 is an integer, and let

N ′ = 2b+3 +

s∑
i=0

2pi +

t∑
j=0

2qj + q
mj

j .

If 3 and 5 are multiplicity 1 divisors of n, then let N = N ′ − 3; otherwise, N = N ′. Then α(Dicn) = N . Moreover,
the embedding shown to be realizable in Theorem 4.10 is the unique embedding with N vertices.

Proof. In Theorem 4.10, we exhibited a graph with automorphism group Dicn corresponding to an embedding on N
vertices. Therefore, we only need to show that no other embedding on at most N vertices exists.

So far, we have discovered several constraints that realizable embeddings of Dicn must satisfy. In particular, if
〈σ, τ〉 ∼= Dicn is realizable, we know that:

• σ must contain at least two twisted vertex orbits (Lemma 3.1). These twisted vertex orbits must have length
a multiple of 2b+1, according to Lemma 2.5.

• σ must have some cycle with length a multiple of pi for each i, and some cycle with length a multiple of q
mj

j

for each j, since pi and q
mj

j divide |σ| = 2n.

• For each prime power divisor d of n (i.e., let d equal either pi or q
mj

j ), there must be some sequence l0, l1 . . . lm
of lengths of cycles in σ such that d divides l0, some cycle of length lm is not self-reversed, and gcd(lk, lk+1) > 1
whenever 0 ≤ k < m (Lemma 3.4).

Call any embedding of Dicn satisfying these three constraints potentially realizable. As the name suggests, we know
that all realizable embeddings are potentially realizable. We will show that all potentially realizable embeddings of
Dicn other than the embedding given in Theorem 4.10 that are not ruled out by Lemmas 5.1 and 5.2 use at least
N + 1 vertices.

In order to demonstrate that all potentially realizable embeddings have the stated number of vertices, we will
first specify a non-deterministic procedure for generating realizable embeddings. (By non-deterministic, we mean
that the procedure will generate a different embedding depending on which of several options are arbitrarily chosen
at certain steps.) Then, we will prove that all potentially realizable embeddings may be generated by this procedure.
Finally, we will prove that all embeddings generated by this procedure, except those excluded above, have at least
N + 1 vertices.

1. Arbitrarily totally order the prime divisors of n other than 2, calling them f1, f2 . . . fr with respective multi-
plicities m1,m2, . . .mr.

2. Define the embedding e0 of Dic2b so that σ and τ have t ≥ 2 pairs of twisted cycles of length 2b+1, and for each
k such that 1 ≤ k ≤ b, σ and τ have any chosen number of 2k cycles, self reversed or pair reversed as desired.
Note that all three constraints above are satisfied, so e0 is a potentially realizable embedding.
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3. Produce ek from ek−1 by any combination of the following changes, such that the listed constraints are satisfied
and no cycle has length a multiple of fmk+1

k :

• Multiply the lengths of existing cycles in σ by some power of fk, preserving the behavior of τ (whether
twist, pair-reverse, or self-reverse).

• Add new cycles to σ with length a power of fk, pair-reversed or self-reversed by τ as desired.

Since the listed constraints are still satisfied and no cycle has length divided by too high a power of fk, ek is a

potentially realizable embedding of Dicnk
where nk = 2b

k∏
i=0

fmi
i .

4. Repeat step 3 until er, a potentially realizable embedding of Dicn, has been obtained.

5. Produce er+1 by adding a chosen number of 1-cycles to σ, pair-reversed or self-reversed as desired. Since
1-cycles have nothing to do with our three constraints, er+1 is a potentially realizable embedding of Dicn.

First, we must show that any potentially realizable embedding of Dicn can appear as er+1, depending on what
choices were made during the procedure. Since step 5 allowed us to add any configuration of 1-cycles, we may more
simply show that any potentially realizable embedding of Dicn without 1-cycles can appear as er. By Theorem 2.6
and Lemma 3.1, all potentially realizable embeddings of Dic2b may occur as e0 whenever b > 0.

The special case b = 0 demands some attention. The group Dic1 is, for our purposes, a degenerate case. Applying
the presentation given in Definition 0.5, we may see that Dic1 ∼= Z2 × Z2, the Klein 4-group. In the case b = 0,
the embedding e0 is not actually an embedding of Dic1, but the constraints are satisfied nonetheless. The theorems
referenced in defining potentially realizable only discuss the case n > 1, but we can still verify the rest of their
hypotheses. Since we are not considering Dic1 in this paper, we will adopt the lexical convention that embeddings
satisfying our above constraints for n = 1 are potentially realizable embeddings of Dic1. Therefore, our procedure
does in fact generate all potentially realizable embeddings for n a power of 2, and in particular (bearing in mind
our convention regarding potentially realizable embeddings of Dic1) when n = 1. This means we can proceed by
induction.

Suppose that n is not a power of 2, and that for all m < n, our procedure generates all realizable embeddings
of Dicm, and let er denote some embedding of Dicn without 1-cycles; we will now attempt to construct an er−1
from which we may produce er. Picking any total ordering of the odd prime factors of n, we might work backwards,
constructing er−1 removing all factors of fr from the lengths of cycles in σ in our embedding er, and removing any
resulting 1-cycles entirely. Since er is assumed to be a working embedding, step 3 of our procedure will allow us
to restore the missing factors and cycles. The only trouble is in showing that the resulting er−1 is a potentially
realizable embedding.

Since fr 6= 2 and er has at least two pairs of twisted cycles, so does er−1. Since no factors besides those of fr
were removed, σ still has a cycle with length a multiple of fmk

k for all k < r, regardless of the choice of fr. However,
it is possible that in some sequence demanded by applying Lemma 3.4 to er, we have gcd(lk, lk+1) equal to a power
of fr, meaning that er−1 no longer satisfies Lemma 3.4. We will show that there is always some choice of fr, and
hence some ordering of the prime factors of n which may be chosen in step 1, which avoids this difficulty.

Using the embedding er, define the graph X to have vertices {2}
⋃
{fk}, and edges

{(2, fk) : fk divides the length of a non-self-reversed cycle in σ}
⋃
{(p, q) : pq divides the length of some cycle in σ}.

Every path in X from some fk to 2 corresponds to a sequence of cycle lengths satisfying Lemma 3.4, and vice versa.
If we are given the path fk, g1, g2, . . . 2 in X, each non-final edge (gk, gk+1) implies the existence of a cycle with
length a multiple of gkgk+1, so the three consecutive vertices gk−1, gk, gk+1 imply the existence of cycles of lengths
gk−1gk and gk+1gk, with common factor gk. Let X ′ be the corresponding graph for er−1. The graph X ′ can be
obtained from X by simply removing the vertex fr and all adjacent edges, so if fr is not a cut-vertex, er−1 will
satisfy the restriction imposed by Lemma 3.4. Since X is a connected graph with at least two vertices, it has at least
two non-cut vertices (take two leaves in an arbitrary spanning tree of X), and one of them is not 2; we choose this
vertex as fr.

Now, it remains to show that every embedding produced by our procedure besides the one given in Theorem
4.10 is either non-realizable or has at least N + 1 vertices. In an embedding ek, some cycle of σ must have length a
multiple of fmk

k , but no cycle in ek−1 has length a multiple of fk. Therefore, when producing ek from ek−1 in step 3
of our procedure, we must either add a new cycle (or cycles) with length fmk

k or multiply the lengths of some existing
cycle (or cycles) by fk. These cycles may be twisted, pair-reversed, or self-reversed. If some of these cycles are not
self-reversed, or they are preexisting self-reversed cycles, then ek will immediately satisfy the conclusion of Lemma
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3.4, because the cycle will give rise to an edge in X between fk and some other vertex. If all of these cycles are new
self-reversed cycles, then the Lemma requires that a factor of fk be added to some existing cycle or cycles.

In total, depending on whether new cycles are added or existing cycles are enlarged and where the factor of fmk

k

is added, there are eight minimal choices (in the sense that whatever we do, we must add at least the cycles specified
by one of these choices, and may add more). This allows for a case-by-case analysis of the number of vertices added.
For readability, let p = fk and m = mk. Then the eight minimal possibilities are:

1. Change a pair of twisted cycles of length l to length lpm, adding 2l(pm − 1) vertices.

2. Change a pair of pair-reversed cycles of length l to length lpm, adding 2l(pm − 1) vertices.

3. Add a pair of pair-reversed cycles of length pm, adding 2pm vertices.

4. Change a self-reversed cycle of length l to length lpm, adding l(pm − 1) vertices.

5. Add a self-reversed cycle of length pm and change a pair of twisted cycles of length l to length lp, adding
pm + 2l(p− 1) vertices.

6. Add a self-reversed cycle of length pm and change a pair of pair-reversed cycles of length l to length lp, adding
pm + 2l(p− 1) vertices.

7. Add a self-reversed cycle of length pm and change a self-reversed cycle of length l to length lp, adding pm+l(p−1)
vertices.

8. Add a self-reversed cycle of length pm and a pair of pair-reversed cycles of length p, adding pm + 2p vertices.

The embedding we have realized on N vertices results from using two twists, ordering the prime divisors of n in
ascending order, always making choice 8 when m > 1 or p ∈ {3, 5} and choice 3 otherwise, and never adding any
extra cycles, except that when p = 5 we apply choice 4 to change a self-reversed 3 cycle to a 15 cycle if possible.
The calculations below show that for most ek−1, choice 8 leads to the smallest possible corresponding ek if m > 1,
and choice 3 leads to the smallest possible corresponding ek otherwise. For some ek−1 where this is not the case,
we will dismiss the possible ek that are at least as small as our claimed bound by showing that they are non-
realizable. For the rest, ek−1 will contain 2 or 4 cycles other than twists (which may be removed without making the
embedding unrealizable), meaning that the smallest ek corresponding to that ek−1 will contain more vertices than
some e′k resulting from an alternative e′k−1; creating ek will add fewer vertices, but to a larger preexisting embedding.
Because choices 3 and 8 add entirely new cycles, the number of additional vertices does not depend on what cycles
are already present in ek−1, meaning that the smallest possible ek must arise from the smallest possible ek−1. By
induction, the smallest possible ek will result from making choice 8 or 3 (as determined by mk) at each step. The
case where, p = 5, and m = 1 is the lone exception to this rule, since the use of choice 4 depends on the existence of
a self-reversed 3-cycle in ek−1. However, the fact that this case can only ever arise once during the algorithm allows
us to handle it separately.

Recall that in all cases, p ≥ 3 and l ≥ 2 (because 1 cycles are not added until the final step).

1. In case m > 1, this choice adds more vertices than choice 8, as demonstrated by the inequalities

4p > 4

6p− 4 > 2p

3pm − 4 > 2p

4pm − 4 > pm + 2p

4(pm − 1) > pm + 2p

2l(pm − 1) > pm + 2p

In the case m = 1, we examine three subcases:

• If p 6= 3, we have

p > 4

3p− 3 > 2p

3(pm − 1) > 2pm

2l(pm − 1) > 2pm

Therefore, this choice adds more vertices than choice 3.
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• If l > 2, we have

p > 2

2p > 4

4p− 4 > 2p

2l(p− 1) > 2p

2l(pm − 1) > 2pm

Again, this choice adds more vertices than choice 3.

• If p = 3 and l = 2, we discover that this choice adds 2l(pm − 1) = 8 vertices, 1 less than choice 8 would.
However, the resulting graph is not realizable, as shown in Lemma 5.2.

2. This case adds the same number of vertices as the previous case, so the same calculations hold. However, in
the case where m = 1, p = 3, and l = 2, we must rule out the resulting embedding in a different way. Since
l = 2, we know that er−1 contains a pair of pair-reversed 2-cycles; let e′r−1 be the embedding that results from
removing these 2-cycles, and apply choice 3 to form e′r. Since this choice only adds one fewer vertex than choice
3, while e′r−1 has 4 fewer vertices than er−1, we know that e′r has fewer vertices than er, so this choice does
not really produce the smallest vertex minimal embedding.

3. If m = 1, this choice is minimal (but if p ∈ {3, 5}, Lemma 3.7 says it is not realizable). If m > 1, calculation
shows that

pm ≥ p2

pm > 2p

2pm > pm + 2p

Therefore, choice 8 adds fewer vertices than choice 3 when m > 1.

4. This choice always adds more vertices than choice 8. In the case m > 1, we apply the inequalities

p > 2

(p− 2)p > 2

p2 > 2p+ 2

pm > 2p+ 2

pm − 1 > 2p+ 1

(l − 1)(pm − 1) > 2p+ 1

l(pm − 1) > pm + 2p

In the special case m = 1, we must examine a few subcases.

• If l = 2, the resulting embedding adds two fewer vertices than choice 3:

l(pm − 1) = 2(pm − 1)

l(pm − 1) = [2pm]− 2

Similar to the reasoning seen in our treatment of choice 2, the fact that l = 2 implies the presence of a
2 cycle, so the ek resulting from this choice can have, at best, exactly as many vertices as our existing
vertex minimal embedding. By Lemma 5.1, this ek is not realizable.

• If p ≥ 7 and l > 2, choice 3 uses fewer vertices:

(l − 2)(pm − 1) > 2

l(pm − 1) > 2pm
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• If p = 3 and l > 2, we additionally know that l ≥ 4; since we are currently adding factors of 3 to cycle
lengths, no 3-cycles already exist. If l = 4, we observe that this choice adds l(pm − 1) = 8 vertices
compared to 9 from choice 8. Since l = 4 implies a preexisting self-reversed 4-cycle, we may dismiss this
case along with the previous one.

• On the other hand, if l > 4, choice 8 uses fewer vertices, because

10 > 9

2l > 3p

l(pm − 1) > pm + 2p

• In the case where p = 5 and l ≥ 4, we find that choice 8 uses fewer vertices, because

p > 4

4p− 4 > 3p

l(p− 1) > 3p

l(pm − 1) > pm + 2p

• The only remaining case is where p = 5 and l = 3. In this case, we discover that this choice adds
l(pm − 1) = 12 vertices, while choice 8 adds 15 vertices. Assuming that a self-reversed 3-cycle exists
and is not superfluous (such as when it was produced due to taking choice 8 when adding factors of 3),
choice 4 indeed produces the minimal embedding. Because this is the only scenario in which the minimal
embedding depends on the order primes are added, the minimal embedding over all orderings of the prime
factors of n occurs when factors of 3 are added before factors of 5, allowing this case to arise.

5. The following inequalities demonstrate that this choice always adds more vertices than choice 8:

p > 2

2p > 4

4p− 4 > 2p

2l(p− 1) > 2p

pm + 2l(p− 1) > pm + 2p

6. This argument for this choice is the same as in the previous case.

7. In case m = 1, this choice adds more vertices than choice 3, as demonstrated by the inequalities

(l − 1)(p− 1) > 1

(l + 1)(p− 1) + 1 > 2(p− 1) + 2

p+ l(p− 1) > 2p

pm + l(p− 1) > 2p

In the case m > 1, we must examine several subcases:

• If l = 2, we find that this choice adds 2 fewer vertices than choice 8, but the fact that l = 2 implies
the existence of a self-reversed 2-cycle in ek−1; we dismiss this case the same as we did when considering
choice 4.

• If l > 2 and p 6= 3, we find that this choice uses more vertices than choice 8:

p > 3

p− 1 > 2

(l − 2)(p− 1) > 2

l(p− 1) > 2p

pm + l(p− 1) > pm + 2p
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• Finally, if l > 2 and p = 3, we again exploit the fact that p does not divide l, so l ≥ 4:

p− 1 = 2

(l − 2)(p− 1) > 2

l(p− 1) > 2p

pm + l(p− 1) > pm + 2p

8. If m > 1, this choice is generally minimal. If m = 1, calculation shows that

pm = p

2pm = 2p

2pm < pm + 2p

Therefore, choice 3 adds fewer vertices than choice 8 when m = 1.

6 Edge Minimization

Our final task is to show that the vertex-minimal graph Γ given in Theorem 4.10 is also edge-minimal, and thereby
determine e(Dicn, α(Dicn)). For ease of notation, let Gn ∼= Dicn be the automorphism group of a graph on α(Dicn)
vertices. By the uniqueness result in Theorem 5.3, we know the precise permutations that make up G, up to
exchanging the names of vertices.

Orbits of edges included in the previously exhibited graph fall into two broad categories: those that are necessary
to restrict the motion of the vertices of twisted vertex orbits, and those that restrict the rest of the graph. We begin
by showing that the orbits in the latter category included in the graph exhibited by Theorem 4.10 are necessary.
This is by far the easier of the two tasks, because many pairs of vertex orbits have only one or two orbits of edges
between them.

Unlike in previous (and future) proofs, the extra automorphism exhibited in proving the following lemma will
not have order 2; this departure allows for a simpler and more intuitive argument.

Lemma 6.1. If Γ is a graph with Gn ≤ Aut(Γ) and no edge orbit of the form O{yj + 2qj + 1, yj + 2qj + 1 + k}
(where 0 < k < qj) for some j : mj > 1, then Aut(Γ) > Gn.

Proof. Consider the map φ(x) =

{
σqj (x) if x ∈ {yj + 2qj + 1 + kqj : 0 ≤ k < q

mj−1
j }

x otherwise
We claim that φ ∈ Aut(Γ)

but φ /∈ 〈σ, τ〉. For suppose the contrary, that φ ∈ Dicn. Since φ agrees with σqj on some vertices, it must be

equal to some element of the coset σqj stab(yj + 2qj + 1 + qjk) for each 0 ≤ k < q
mj−1
j . Lemma 4.1 tells us that

stab(yj + 2qj + 1 + r) = 〈σq
mj
j , σ2r+1τ〉, and the intersection of the stabilizers for k = 0 and k = 1 is just 〈σq

mj
j 〉.

Therefore φ ∈ σqj 〈σq
mj
j 〉, and φ = σq

mj
j on O{yj + 2qj + 1}. But σq

mj
j does not fix any element of O{yj + 2qj + 1},

a contradiction.

The next lemma is stated for the case where mj > 1, because in the special case where mj = 1 (and hence
qj ∈ {3, 5}), we in fact do not need the given orbit.

Lemma 6.2. If Γ is a graph with Gn ≤ Aut(Γ) and no edge orbit of the form O{yj + 1, yj + 2qj + 1 + k} (where
0 ≤ k < qj) for some j ∈ [1, J ], then Aut(Γ) > Gn.

Proof. By Lemma 3.2, we may assume there are no edges between O{yj + 2qj + 1} and the rest of Γ. Therefore,
the restriction of τ to O{yj + 2qj + 1} is an involution in Aut(Γ) not equal to τ2, and therefore not in the subgroup
〈σ, τ〉 < Aut(Γ).

The following lemma gives two options: connect the two pair-reversed cycles of length qj or add a second orbit
of edges between them and the self-reversed cycle of length q

mj

j ; the latter always uses at least as many edges as the
former, more when mj > 1, allowing us to ignore it. In fact, it is possible to avoid connecting the two pair-reversed
cycles of length qj , but only by including three edge orbits between O{yj +1} and O{yj +2qj +1}, in a configuration
similar to the one introduced in Lemma 4.4.
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Lemma 6.3. If Γ is a graph with Gn ≤ Aut(Γ) and no edge orbit of the form O{yj + 1, yj + qj + 1 + r} and only
one orbit of the form O{yj + 1, yj + 2qj + 1 + k}, then Aut(Γ) > Gn.

Proof. Define τr to be the permutation reversing the σ-cycles of O{qj + 1} onto themselves, as in Lemma 3.6. Let
γ be given by

γ(v) =


v v /∈ O{yj + 1}

⋃
O{yj + 2qj + 1}

σ−2kτr(v) v ∈ Oσ{yj + 1}
σ2kτr(v) v ∈ Oσ{yj + qj + 1}
τ(v) v ∈ O{yj + 2qj + 1}

Clearly, |γ| = 2, yet γ 6= τ2. We will show that γ ∈ Aut(Γ).
Since γ preserves orbits under σ, all edges between the vertices in O{yj + 1}

⋃
O{yj + 2qj + 1} and the rest

of the graph are preserved by γ; since γ is the identity outside these two orbits, all edges outside these two orbits
are preserved. Since γ = τ on O{yj + 2qj + 1}, edges between vertices in that orbit are preserved. Therefore, the
only remaining orbits of edges are those between vertices in O{yj + 1} not of the form excluded by hypothesis and
O{yj + 1, yj + 2qj + 1 + k}. The chart below shows that these edges are also preserved.

O{v1, v2} e ∈ O{v1, v2} γ(e) π ∈ 〈σ, τ〉 : π(e∗) = γ(e)

O{yj + 1, yj + 1 + r} {yj + 1 + x, yj + 1 + r + x}
{yj + 2qj − x, yj + 2qj − (r + x)}

σ−2k{yj + qj − x, yj + qj − (r + x)}
σ2k{yj + qj + 1 + x, yj + qj + 1 + r + x}

σ−2k−r−x{yj + 1, yj + 1 + r}
σ2k+r+1+xτ{yj + 1, yj + 1 + r}

O{yj + 1, yj + 2qj + 1 + k} {yj + 1 + x, yj + 2qj + 1 + k + x}
{yj + 2qj − x, yj+1 − (k + x)}

{yj + qj − 2k − x, yj+1 − (k + x)}
{yj + qj + 1 + 2k + x, yj + 2qj + k + x}

σ−2k−x{yj + 1, yj + 2qj + 1 + k}
σ2k+x+1τ{yj + 1, yj + 2qj + 1 + k}

As noted above, γ may be thought of as reversing the {O{yj + 1, yj + 2qj + 1} : k ∈ Zqj} onto itself.

The next two lemmas essentially demand that the graph have only one component; because the automorphism
group of a graph with several components is the direct product of the automorphism groups of the subgraphs induced
by each component, this result is not very surprising. Notice that all self-reversed cycles have length coprime to
the size of every other vertex orbit except for one pair-reversed vertex orbit, and hence there is only one orbit of
edges between a self-reversed vertex orbit and any vertex orbit other than the corresponding pair-reversed vertex
orbit. Lemma 3.2 shows that these single edge orbits will not be of any use when it comes to connecting the different
pieces of the graph, so instead, edge orbits connecting pair-reversed and twisted vertex orbits to each other must be
included.

Lemma 6.4. If Γ is a graph with Gn ≤ Aut(Γ) and no edge orbit of the form O{1, yj+1+k} or O{2b+2+1, yj+1+k}
(where 0 ≤ k < qj) for any j, then Aut(Γ) > Dicn.

Proof. By Lemma 3.2, we may additionally assume there are no edges between O{1} and O{yj + 2qj + 1} or
O{2b+2 +1} and O{yj +2qj +1}. Therefore, the restriction of τ to the union of all the O{yj +1} and O{yj +2qj +1}
is an extra involution.

In other words, there must be a connection between the twisted cycles and the chunks for each of the high-
multiplicity primes qj . For any given chunk, however, there are two possibilities: a direct connection from the twists
to O{yj + 1} as in the above proof, or a connection between O{yi + 1} and O{yj + 1} where i 6= j. Both possibilities
suffice, so we must compare the sizes of the needed edge orbits. An orbit of edges between O{1} and O{yj + 1} has
2b+2qj edges, while an orbit between O{yi + 1} and O{yj + 1} has 2qiqj edges. A similar argument explains why
edges connecting vertices in O{1}, O{xi + 1}, and O{yj + 1} with the vertices of a particular non self-reversed orbit
are included.

Lemma 6.5. If Γ is a graph with Gn ≤ Aut(Γ) and no edge orbit between some orbit of the form O{1}, O{xi + 1}
or O{yj + 1} and any other non-self-reversed orbit of vertices, then Aut(Γ) = Dicn.

Proof. The proof is similar to that of 6.4.

The next lemma prepares us to verify that the edge orbits included by the structure first shown in Lemma 4.4
are needed.

Lemma 6.6. If Γ is a graph with Gn = Aut(Γ), then for each j, Γ contains either have 3 orbits of the form
O{yj + 1, yj + 2qj + 1 + r} and qj /∈ {3, 5} or an orbit of the form O{yj + 1, yj + qj + 1 + k}.

Proof. In the vertex minimal embedding of Dicn, the only vertex orbits with size a multiple of qj are O{yj + 1} and
O{yj + 2qj + 1}. Orbits of edges between these two vertex are of the form O{yj + 1, yj + 2qj + 1 + k}; if no such
orbits are included, then more than two orbits of the form O{yj + 1, yj + qj + 1 + r} must be included by Lemma
3.6.
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Recall that when exhibiting the vertex minimal graph of Theorem 4.10, we included an edge orbit of the form
O{xi + 1, xi + 1 + a} precisely when pi = 7. This special case was introduced in Lemma 4.5. The following lemma
shows that this edge orbit was necessary.

Lemma 6.7. If Γ is a graph with Gn ≤ Aut(Γ) where 7 is a multiplicity 1 divisor of n, so that (without loss of
generality) p1 = 7, and Γ includes no edge orbit of the form O{x1 + 1, x1 + 1 + a}, then Aut(Γ) > Gn.

Proof. For ease of reading, let x = x1. Assume the contrary, that Γ includes no orbit of the form O{x+ 1, x+ 1 + a}
and yet Aut(Γ) = Dicn. By Lemma 3.6, we know that Γ must include the edge orbits in some {O{x+1, x+7+1+a} :
a ∈ A} such that the members of A form an asymmetric 2-coloring of the 7-gon. A simple exhaustive search reveals
that, up to rotation of the names of vertices in O{x+1} and exchanging switching edges and non-edges in accordance
with Lemma 3.2, there are only two choices for what set of orbits to take: either A = {0, 2, 3} or A = {0, 1, 3}. In
either case, we claim the same extra automorphism: γ = (x+1, x+2)(x+5, x+7)(x+7+1, x+7+2)(x+7+3, x+7+5).
Note that this automorphism preserves orbits under the action of σ. Whenever there are two orbits between chunks,
the difference between them is which pairs of σ-orbits are connected, and either all edges or none between a pair of
σ-orbits are included (because the lengths of the cycles in each chunk are coprime). Therefore, all orbits of edges
between O{x+ 1} and the rest of the graph are preserved. Orbits of edges with neither vertex in O{x+ 1} are also
preserved, since γ = e on those vertices. Since we have assumed the absence of orbits of edges within each σ-orbit in
O{x+1}, the only edges we have to worry about are those between Oσ{x+1} and Oσ{x+p+1}. We know precisely

which 21 edges of this form have been included: the members of
⋃
a∈A
O{x+ 1, x+ 8 + a}. Calculation reveals that γ

preserves these edges as well, regardless of the identity of A.

At this point, we have dealt with all the edge orbits that are required to restrict the motion of vertices in self-
reversed and pair-reversed vertex orbits. Therefore, we turn to the question of the edge orbits that restrict the motion
of the twisted vertex orbits. The minimal configuration when n is even is largely similar to that of the edge-minimal
graph when n is a power of 2 (exhibited in [4]), and many of our results amount to showing that lemmas from that
paper generalize. On the other hand, when n is odd and the length of a cycle in a twisted vertex orbit is only 2, a
number of special cases arise. As a result, the special case b = 0 must often be handled separately.

Let T = {1, 2, . . . 2b+3} denote the set of vertices of the twisted cycles of σ.
This following observation is made now in order to avoid giving repetitive arguments to the same effect.

Lemma 6.8. Suppose Γ is a graph with with Gn ≤ Aut(Γ) and let Γ′ be the subgraph of Γ induced by the vertices in
T . If φ ∈ Aut(Γ′) \G2b and φ(v) ∈ Oσ{v} for all v ∈ T , then Aut(Γ) > Gn.

Proof. Define

φ′ =

{
φ(v) v ∈ T
v v /∈ T

Clearly, φ′ preserves adjacency between members of T and between members of V (Γ) \ T . Let {v, w} be an edge
(equivalently, non-edge) of Γ with v ∈ T and w ∈ V (Γ) \ T . Then |Oσ{v}| = 2b+1 is coprime to |Oσ{w}|, so no
matter what φ(v) is, there is some k such that σk{v, w} = φ{v, w}.

For even n, the only edge orbits of the graph given in Theorem 4.10 that we have not shown to be necessary
are between vertices of the twisted vertex orbits. Helpfully, edge orbits between the twisted cycles only take on two
sizes: O{1, τ2(1)} and O{2b+2 + 1, τ2(2b+2 + 1)} have 2b+1 edges, and all other orbits have 2b+2 edges. The extra
automorphisms we will find here do not depend on edges between the twisted vertex orbits and the rest of the graph,
so comparing the numbers of edges in different configurations of edge orbits will be simple. We will first show that
two edge orbits between the two twisted vertex orbits are required, and then show that no single additional edge
orbit will suffice, and neither will a pair of edge orbits where one or both contains 2b+1 edges. Hence, our selection
of four edge orbits of size 2b+2 will be minimal.

Lemma 6.9. A graph Γ with Aut(Γ) = Gn must have at least one edge-orbit of the form O{1, 3 · 2b+1 + 1 + a} and
one edge-orbit of the form O{1, 2b+2 + 1 + a}.

Proof. If either of the required orbits is not included, an extra automorphism outside of Dicn permuting the vertices
of the twisted cycles is exhibited in Lemma 20 from [4]. In each case, this automorphism is the restriction of τ2 at
some vertices and e at others. Since all vertices of non-twisted cycles are fixed by τ2, this automorphism preserves
those edges as well, as pointed out in Lemma 6.8. Note that the numbering may not be revision safe.
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Suppose that no edge orbit of the form O{1, 3 · 2b+1 + 1 + a} is included in Γ. Then the extra automorphism is
given by

γ(v) =

{
τ2(v) v ∈ Oσ{1}

⋃
Oσ{2b+2 + 1}

v otherwise

As in previous cases, to see that γ is an automorphism, consult the following chart.
O{v1, v2} e ∈ O{v1, v2} γ(e) π ∈ 〈σ, τ〉 : π(e∗) = γ(e)

O{1, 1 + k} {1 + x, 1 + k + x}
{2b+2 − x, 2b+2 − (k + x)}

τ2{1 + x, 1 + k + x}
{2b+2 − x, 2b+2 − (k + x)}

τ2{1 + x, 1 + k + x}
σ−xτ{1 + x, 1 + k + x}

O{1, 1 + k} {2b+2 + 1 + x, 2b+2 + 1 + k + x}
{2b+3 − x, 2b+3 − (k + x)}

τ2{2b+2 + 1 + x, 2b+2 + 1 + k + x}
{2b+3 − x, 2b+3 − (k + x)}

τ2{2b+2 + 1 + x, 2b+2 + 1 + k + x}
σ−xτ{2b+2 + 1 + x, 2b+2 + 1 + k + x}

O{1, 2b+1 + 1 + k} {1 + x, 2b+1 + 1 + k + x}
{2b+2 − x, 2b+1 − (k + x)}

{τ2(1 + x), 2b+1 + 1 + k + x}
{2b+2 − x, τ2(2b+1 − (k + x)}

σk+1+xτ{1, 2b+1 + k}
σ−xτ{1, 2b+1 + k}

O{2b+2 + 1, 3 · 2b+1 + 1 + k} {2b+2 + 1 + x, 3 · 2b+1 + 1 + k + x}
{2b+3 − x, 3 · 2b+1 − (k + x)}

{τ2(2b+2 + 1 + x), 3 · 2b+1 + 1 + k + x}
{2b+3 − x, τ2(3 · 2b+1 − (k + x)}

σk+1+xτ{2b+2 + 1, 3 · 2b+1 + k}
σ−xτ{2b+2 + 1, 3 · 2b+1 + k}

O{1, 2b+2 + 1 + k} {1 + x, 2b+2 + 1 + k + x}
{2b+2 − x, 2b+3 − (k + x)}

τ2{1 + x, 2b+2 + 1 + k + x}
{2b+2 − x, 2b+3 − (k + x)}

τ2σx{1, 2b+2 + 1 + k}
τσx{1, 2b+2 + 1 + k}

Orbits of the form O{1, 1+k} may be written as O{1, σk(1)}; similarly, those of the form O{2b+2+1, 2b+2+1+k}
may be written as O{2b+2 + 1, σk(2b+2 + 1)}. Considering these forms for these edge orbits may make the effect of
γ on their members more clear.

We have just shown that at least two edge orbits between twisted cycles are present; over the next several lemmas,
we will see that adding any single additional orbit leaves some extra automorphism.

Lemma 6.10. Let Γ be a graph with Gn ≤ Aut(Γ) (on α(Dicn) vertices) such that the only orbits of edges between
the first 2b+3 vertices are O{1, 3 · 2b+1 + 1 + r}, O{1, 2b+2 + 1 + s}, and any number of orbits of the form O{1, 1 +k}
or O{2b+2 + 1, 2b+2 + 1 + k}. Then Aut(Γ) > Gn.

Proof. Let τ∗ be the permutation reversing the four 2b+1 cycles of T , as if they were self-reversed cycles. (That is,
τ∗ = (1, 2b+1)(2, 2b+1 − 1) · · · (2b+1 + 1, 2b+2)(2b+1 + 2, 2b+2 − 1) · · · (2b+2 + 1, 3 · 2b+1)(2b+2 + 2, 3 · 2b+1 − 1) · · · (3 ·
2b+1 + 1, 2b+3)(3 · 2b+1 + 2, 2b+3 − 1) · · · .)

We assert that an member of Aut(Γ) \Gn is given by

γ(v) =


τ∗(v) 1 ≤ v ≤ 2b+1

σ2(r+s)τ∗(v) 2b+1 + 1 ≤ v ≤ 2b+2

σ2rτ∗(v) 2b+2 + 1 ≤ v ≤ 3 · 2b+1

σ2sτ∗(v) 3 · 2b+1 + 1 ≤ v ≤ 2b+3

By Lemma 6.8, we know that if γ preserves adjacency within the twisted vertex-orbits, then γ also preserves
all other edges. That γ preserves adjacency between the vertices of the twisted-vertex orbits is shown below, as in
previous proofs:

O{v1, v2} e ∈ O{v1, v2} γ(e) π ∈ 〈σ, τ〉 : π(e∗) = γ(e)

O{1, 1 + k} {1 + x, 1 + k + x}
{2b+2 − x, 2b+2 − (k + x)}

{2b+1 − x, 2b+1 − (k + x)}
{2b+1 + x+ 2(r + s), 2b+1 + k + x+ 2(r + s)}

σ−(k+2x){1 + x, 1 + k + x})
σk+2x+2(r+s){2b+2 − x, 2b+2 − (k + x)}

O{2b+2 + 1, 2b+2 + 1 + k} {2b+2 + 1 + x, 2b+2 + 1 + k + x}
{2b+3 − x, 2b+3 − (k + x)}

{3 · 2b+1 − x+ 2r, 3 · 2b+1 − (k + x) + 2r}
{3 · 2b+1 + 1 + x+ 2s, 3 · 2b+1 + 1 + k + x+ 2s}

σ−(k+2x)+2r{2b+2 + 1 + x, 2b+2 + 1 + k + x}
σk+2x+2s{2b+3 − x, 2b+3 − (k + x)}

O{1, 2b+2 + 1 + r} {1 + x, 2b+2 + 1 + r + x}
{2b+2 − x, 2b+3 − (r + x)}

{2b+1 − x, 3 · 2b+1 − x+ r}
{2b+1 + 1 + x+ 2(r + s), 3 · 2b+1 + 1 + r + x+ 2s}

σ−x{1, 2b+2 + 1 + r}
σx+2(r+s){2b+2, 2b+3 − r}

O{1, 3 · 2b+1 + 1 + s} {1 + x, 3 · 2b+1 + 1 + s+ x}
{2b+2 − x, 3 · 2b+1 − (s+ x)}

{2b+1 − x, 2b+3 − x+ s}
{2b+1 + 1 + x+ 2(r + s), 2b+2 + s+ x+ 2r}

σ−x{1, 3 · 2b+1 + 1 + s}
σx+2(r+s){2b+2, 3 · 2b+1 − s}

Lemma 6.11. Let Γ be a graph with Gn ≤ Aut(Γ) (on α(Dicn) vertices) such that the only orbits between the
first 2b+3 vertices are O{1, 3 · 2b+1 + 1 + r}, O{1, 2b+2 + 1 + s}, any orbits of the forms O{1, 2b+1 + 1 + x} or
O{2b+2 + 1, 3 · 2b+1 + 1 + x}, and any combination of orbits in {O{1, τ2(1)},O{2b+2 + 1, τ2(2b+2 + 1)}}. Then
Aut(Γ) > Gn.

Proof. Define

γ = (1, τ2(1))(2b+1+1+(r+s), τ2(2b+1+1+(r+s)))(2b+2+1+r, τ2(2b+2+1+r))(3 ·2b+1+1+s, τ2(3 ·2b+1+1+s)).

We will show that γ is a member of Aut(Γ) \ Gn. Again, we apply Lemma 6.8 to show that we need only worry
about edge orbits between the first 2b+3 vertices.
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Because γ is the restriction of τ2, an involution, γ leaves the edge orbits O{1, τ2(1)} and O{2b+2+1, τ2(2b+2+1)}
invariant, switching the endpoints of two edges in each and fixing all other vertices. Note that the orbit O{1, 2b+1+1+
x} = O{1, 2b+2−(−x)} may be written O{1, σ−xτ(1)}. But since (σkτ)2 = τ2 for all k, we have σ−1τ{1, σ−xτ(1)} =
{τ2(1), σ−xτ(1)}, and γ again leaves orbits of the form O{1, 2b+1 + 1 + x} invariant, switching the endpoints of two
edges and leaving other vertices fixed. A symmetric argument holds for orbits of the form O{2b+2+1, 3 ·2b+1+1+x}.
For the remaining orbits, first note that since 〈σ, τ〉 acts the same on each twisted vertex orbit, each vertex is incident
to one edge in O{1, 3 · 2b+1 + 1 + r} and one edge in O{1, 2b+2 + 1 + s}. Also note that τ2 ∈ Z(Dicn). A simple
calculation shows that the eight vertices permuted by γ form a component of the graph induced by the edges in these
two orbits, and that γ is the restriction of τ2 to the vertices of this component.

Lemma 6.12. Let Γ be a graph with Gn ≤ Aut(Γ) (on α(Dicn) vertices) such that the only orbits between the first
2b+3 vertices are three members of {O{1, 2b+2 + 1 + r : r ∈ Z}}

⋃
{O{1, 3 ·2b+1 + 1 + s : s ∈ Z}} and any combination

of orbits in {O{1, τ2(1)},O{2b+2 + 1, τ2(2b+2 + 1)}}. Then Aut(Γ) > Gn.

Proof. If all the neighbors of 1 in the orbits of size 2b+1 are in the same cycle in σ, Lemma 6.9 applies. Otherwise, an
extra automorphism of the restriction of Γ to T is given in Lemma 23 or Lemma 24 of [4], which remains in Aut(Γ)
by Lemma 6.8.

Now, we turn to the structure of edge orbits when b = 0; that is, when n is odd. In this case, Lemma 6.9 still
holds, so we already know two edge orbits that are required. The other two edge orbits whose inclusion are O{5, x1}
or O{5, y1}, whichever was included, and the O{1, 2} in the case that n was an odd prime power.

We begin by showing that the orbit of edges between O{5} and a pair-reversed vertex orbit is required.

Lemma 6.13. Let Γ be a graph with Gn ≤ Aut(Γ) (on α(Dicn) vertices) such that there is no orbit of the form
O{5, xi + 1} or O{5, yj + 1}. Then Aut(Γ) > Gn.

Proof. Consider the permutation given by

γ(v) =



τ2(v) v ∈ {1, 2}
v v ∈ {3, 4}
τ(v) v ∈ {5, 6}
τ−1(v) v ∈ {7, 8}
v v /∈ O{1}

⋃
O{5}

Calculation shows that all edge orbits between vertices of the twisted vertex orbits are preserved. Since the only
members of twisted vertex orbits adjacent to members of non-twisted vertex orbits are in O{1} and γ(v) ∈ Oσ{v}
for every v ∈ O{1}, we may apply Lemma 6.8 to show that γ preserves the remaining edges.

Since O{1, 2} is of the minimum possible size, for an additional orbit, we need only show that some additional
orbit is necessary in the case where n is a prime power.

Lemma 6.14. Suppose n = pm is an odd prime power. Let Γ be a graph with Gn ≤ Aut(Γ) (on α(Dicn) vertices)
such that the only orbits of edges involving vertices of twisted vertex orbits are O{1, 5 + r}, O{1, 7 + s}, O{1, 9} or
O{1, 9 + p}, and O{5, 9} or O{1, 9 + p}. Then Aut(Γ) > Gn.

Proof. Notice that under the above hypotheses, the relationship of O{1} to O{5} is symmetric. In fact, we can
give an extra automorphism which switches O{1} and O{5}. If 1 and 5 have a common neighbor in O{9}, then let
γ = (1, 5)(2, 6)(3, 8)(4, 7). Clearly, γ is an order two permutation different from τ2 = σ. Since Oσ{1} is switched
with Oσ{5}, edges between the twisted cycles and O{9} are preserved. Calculation shows that, regardless of the
values of r and s, the edges between the twisted vertex orbits are also preserved.

If instead 1 and 7 share a common neighbor in O{9}, we let γ = (1, 7)(2, 8)(3, 5)(4, 6); the proof is symmetric.

Theorem 6.15. The graph Γ with Aut(Γ) ∼= Dicn exhibited in Theorem 4.10 has e(Dicn, α(Dicn)) edges.

Proof. This proof is largely a matter of combining the lemmas we have previously shown in this section.
First, note that the orbits of edges between vertices of O{yj + 2qj + 1} when mj > 1 must be included by Lemma

6.1. The orbits between O{yj +1} and O{yj +2qj +1} must be included by Lemma 6.2. The orbits between vertices
of O{yj + 1} are required by Lemmas 6.6, 6.7, and 6.3. By Lemma 6.6, all orbits of edges between Oσ{xi + 1} and
Oσ{xi + pi + 1} are necessary. A simple calculation shows that the orbits of edges included between the smallest of

25



O{1}, O{x1 + 1}, or O{y1 + 1}, whichever is the smallest, and all other orbits of the forms O{1}, O{xi + 1} and
O{yj + 1} are the edge-minimal fulfillment of the requirements of Lemmas 6.4 and 6.5.

If n is even, the orbits of edges between O{1} and O{2b+2 + 1} included in Γ are required by Lemma 6.9. By
Lemmas 6.11, 6.10, and 6.12, no third edge orbit of edges amongst the vertices of O{1} and O{2b+2 + 1} will suffice,
nor will any trio of edge orbits amongst those vertices combined with an edge orbit of size 2b+1. Hence Γ, with 4
edge orbits of size 2b+2 amongst the vertices of O{1} and O{2b+2 + 1}, has the minimum possible number of edges.
If n is odd, a similar argument, aided by Lemmas 6.13 and 6.14 suffices.
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